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ABSTRACT

BACKGROUND: Femoral neck fractures are a serious health concern, particularly among the elderly. The aim of this study is to 
diagnose and classify femoral neck fractures from plain pelvic X-rays using deep learning and machine learning algorithms, and to com-
pare the performance of these methods.

METHODS: The study was conducted on a total of 598 plain pelvic X-ray images, including 296 patients with femoral neck fractures 
and 302 individuals without femoral neck fractures. Initially, transfer learning was applied using pre-trained deep learning models: VGG-
16, ResNet-50, and MobileNetv2.

RESULTS: The pre-trained VGG-16 network demonstrated slightly better performance than ResNet-50 and MobileNetV2 for de-
tecting and classifying femoral neck fractures. Using the VGG-16 model, the following results were obtained: 95.6% accuracy, 95.5% 
sensitivity, 93.3% specificity, 95.7% precision, 95.5% F1 Score, a Cohen’s kappa of 0.91, and the Receiver Operating Characteristic 
(ROC) curve of 0.99. Subsequently, features extracted from the convolution layers of VGG-16 were classified using common machine 
learning algorithms. Among these, the k-nearest neighbor (k-NN) algorithm outperformed the others and exceeded the accuracy of 
the VGG-16 model by 1%.

CONCLUSION: Successful results were obtained using deep learning and machine learning methods for the detection and clas-
sification of femoral neck fractures. The model can be further improved through multi-center studies. The proposed model may be 
especially useful for physicians working in emergency departments and for those not having sufficient experience in evaluating plain 
pelvic radiographs.
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INTRODUCTION

Hip fractures are becoming increasingly common as the aver-
age age of the population rises, and they represent a serious 
health problem, particularly among the elderly. Early diagnosis 
is critical in cases of hip fracture, as delays in diagnosis lead to 
complications such as malunion, osteonecrosis, and arthritis, 

and can increase morbidity and mortality rates.[1-3] The one-
month mortality rate for hip fractures is around 10%, and the 
risk of complications, including infections and thromboem-
bolic events, increases when surgical treatment is delayed.[4-6] 

Plain pelvic X-rays are a simple, cost-effective, easily acces-
sible, and rapid imaging method for diagnosing femoral neck 
fractures. However, studies report that approximately 2% of 
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all hip fractures cannot be identified on plain pelvic X-rays, and 
the misdiagnosis rate can be as high as 14%. While magnetic 
resonance imaging (MRI) and computed tomography (CT) of-
fer higher sensitivity in detecting femoral neck fractures, these 
imaging methods are costly, may not be suitable for all pa-
tients, and are not available in every medical center.[7,8]

Convolutional neural networks (CNN), a deep learning meth-
od, consist of varying numbers of convolution layers, pooling 
layers, and one or two fully connected layers. CNNs are highly 
effective in image processing, feature extraction, and image 
classification, and they require little to no preprocessing. In 
the convolution layer, feature maps are generated by applying 
different filters to the input image. Depending on the number 
of convolution layers used, basic features, simple models, and 
advanced models can be derived from these feature maps. The 
goal is to achieve effective learning by progressing from low-
level to high-level features. The pooling layer reduces the size 
of the feature maps produced by the convolution layer, and 
final classification is performed in the fully connected layer.[9]

The performance of CNNs can be enhanced through trans-
fer learning and data augmentation methods. Transfer learning 
involves using pre-trained models, such as AlexNet, VGG-16, 
ResNet-50, and MobileNet, trained on the ImageNet dataset, 
for a new task.[10] In data augmentation, geometric and photo-
metric transformations are applied to the training data. Geo-
metric transformations include flipping, cropping, scaling, and 
rotating, while photometric transformations involve changes 
in lighting, color, and color jittering. Studies have shown that 
geometric transformations tend to be more effective than 
photometric ones.[11,12] 

In recent years, many successful studies have been conducted 
using CNNs on various medical images. Several studies have 
employed CNNs and transfer learning methods for diagnosing 
hand fractures, foot fractures, and rib fractures from plain ra-
diographs.[10,13,14] Additionally, some studies have applied deep 
learning and transfer learning techniques for the diagnosis of 
sacroiliitis, spina bifida occulta, and femoroacetabular impinge-
ment using plain pelvic X-rays.[15-17] Similarly, recent studies 
have utilized deep learning methods for the diagnosis and de-
tection of hip fractures using plain pelvic X-rays.[18-20]

The aim of this study is to develop a method that will assist 
physicians in emergency departments and those with limited 
experience in evaluating plain hip X-rays in detecting femoral 
neck fractures, thereby reducing the reliance on advanced im-
aging modalities such as MRI and CT. To achieve this, transfer 
learning will first be applied using pre-trained CNN models. 
Then, feature extraction will be performed using these deep 
learning models, and the extracted features will be classified 
using machine learning algorithms. Finally, the performances 
of deep learning and machine learning methods will be com-
pared.

MATERIALS AND METHODS
Dataset

Ethics committee approval for the study was obtained from 
the TC Nevşehir Hacı Bektaş Veli University Ethics Com-
mittee (Date: 19.04.2023, No: 2023/04). All procedures 
performed in this study involving human participants were 
conducted in accordance with the ethical standards of the 
institutional and/or national research committees, and with 
the 1964 Declaration of Helsinki and its later amendments 
or comparable ethical standards. This is a retrospective study 
conducted using patient pelvic radiographs. As no names or 
identifying information were used, informed consent was not 
obtained; this was stated in the ethics committee application 
and approved accordingly. The study was conducted using 
plain pelvic radiographs of patients who were admitted to the 
Emergency Department and Orthopedics and Traumatology 
Clinics of Nevşehir State Hospital between January 2017 and 
December 2022 due to hip trauma and were treated with a 
diagnosis of femoral neck fracture. All radiographs were re-
classified by an Orthopedics and Traumatology specialist with 
more than five years of experience. A total of 598 plain pelvic 
X-rays were included in the study, comprising 296 patients 
with femoral neck fractures and 302 individuals without fem-
oral neck fractures.

Data Processing Environment

In this study, the Python 3.9 programming language was 
used within a TensorFlow and Keras environment. Initially, 
the transfer learning method was applied using pre-trained 
networks: VGG-16, ResNet-50, and MobileNetV2. The hy-
perparameters used in this study were: optimizer — Adam; 
mini-batch size — 16; and number of epochs — 25. Feature 
extraction was then performed from the intermediate layers 
of the pre-trained VGG-16 model. These extracted features 
were classified using machine learning algorithms. Hyperpa-
rameter optimization for the machine learning algorithms was 
performed using the grid search method.

Data Preprocessing and Splitting

The plain pelvic X-rays used in the study varied in dimensions, 
and some included artifacts such as the patient's name, direc-
tional markers, or clothing. The radiographs were cropped to 
include the acetabulum, femoral head, femoral neck, trochan-
ters, and the proximal one-fourth of the femur. All images 
were then resized to 224 × 224. Figure 1 shows examples of 
the original plain pelvic X-rays, while Figure 2 presents ex-
amples of the cropped and resized versions. For model evalu-
ation, 15% of the dataset was reserved for testing. This test 
data was not used during the training or validation phases. 
Data augmentation was performed by applying a 30-degree 
right-left rotation, horizontal flip, and width and height shift 
ranges of 0.1 to the training radiographs. Table 1 shows the 
number of X-rays used for training, validation, and testing in 
this study.
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Feature Extraction

Feature extraction is a necessary step for image classification 
using both machine learning and deep learning algorithms. 
It involves transforming visual elements such as edges, cor-
ners, textures, and colors into vector data. While traditional 
machine learning methods rely on hand-crafted feature ex-
traction techniques, CNNs can serve as both classifiers and 
feature extractors in image processing. In CNNs, feature 
extraction is performed automatically. CNNs are highly ef-
fective at this task, with features extracted through convo-
lutional layers or pooling layers added to them. The number 
of extracted features varies depending on the convolutional 
layers used. In this study, feature extraction was performed 
from an intermediate layer of the VGG-16 model, resulting in 
512 extracted features.[21]

Statistical Analysis

In classification problems, a confusion matrix is used to com-
pare predicted values with actual values. From this matrix, 

metrics such as accuracy, sensitivity, specificity, precision, F1 
score, and Cohen’s kappa are calculated using the values of 
true positives (TP), false positives (FP), true negatives (TN), 
and false negatives (FN). The area under the curve (AUC) 
is derived from the receiver operating characteristic (ROC) 
curve obtained during model testing. These performance 
metrics were calculated using the Python scikit-learn library. 
The following formulas were used:

RESULTS
In this study, conducted using plain pelvic X-rays for the 
detection of femoral neck fractures, the transfer learning 
method was applied using pre-trained VGG-16, ResNet-50, 
and MobileNetV2 networks. The VGG-16 model achieved an 
accuracy of 95.6%, with a 95% confidence interval (CI) rang-
ing from 0.94 to 0.96 (alpha=0.95, CI: 0.94-0.96). The model 
also achieved 95.5% sensitivity (alpha=0.95, CI: 0.94-0.96), 
93.3% specificity (alpha=0.95, CI: 0.91-0.94), 95.7% precision 
(alpha=0.95, CI: 0.94-0.97), 95.5% F1 score (alpha=0.95, CI: 
0.94-0.96), a Cohen’s kappa of 0.91, and an AUC of 0.99. 
Table 2 presents the performance metrics of all three deep 
learning models on the test data. Figure 3 displays the con-
fusion matrix and ROC curve generated using the VGG-16 
model. 

The intermediate layer of the pre-trained VGG-16 network 
was used for feature extraction, from which 512 features 
were obtained. These extracted features were classified us-

Table 1. Numbers of pelvic X-rays used for training, valida-
tion, and testing

 Training Validation Testing Total

Fracture 214 37 45 296

No Fracture 218 38 46 302

Total 432 75 91 

Table 2. Performance metrics of pre-trained VGG-16, ResNet-50, and MobileNetV2 networks in femoral neck fracture classification 
using test data

 Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) Cohen’s Kappa AUC

VGG-16 95.6 95.5 93.3 95.7 95.5 0.91 0.99

ResNet-50 93.4 93.4 97.7 93.7 93.3 0.86 0.97

MobileNetV2 93.4 93.3 91.1 93.5 93.3 0.86 0.94

Figure 1. Original pelvic X-ray samples (top: unfractured; bottom: 
fractured).

Figure 2. Cropped and resized pelvic X-ray samples (top: unfrac-
tured; bottom: fractured).
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Figure 4. Accuracy scores of the VGG-16 network and machine learning algorithms in femoral neck fracture classification.

Figure 3. Confusion matrix and receiver operating characteristic (ROC) curve of the VGG-16 model obtained using test data for femoral 
neck fracture classification.

Table 3. Performance metrics of machine learning algorithms on test data for femoral neck fracture classification

 Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) Cohen’s Kappa AUC

k-NN 96.6 93.4 100.0 100.0 96.6 0.93 0.96

LR 95.5 93.4 97.7 97.7 93.4 0.91 0.99

SVM 95.5 93.4 97.7 97.7 95.5 0.91 0.95

RF 93.3 89.1 97.7 97.6 93.1 0.86 0.98

AdaBoost 93.3 86.9 100.0 100.0 93.0 0.86 0.98

NB 92.2 86.9 97.7 97.5 91.9 0.84 0.97

DT 87.7 91.3 84.0 85.7 88.4 0.75 0.86

k-NN: k-Nearest Neighbors; LR: Logistic Regression; SVM: Support Vector Machine; RF: Random Forest; NB: Gaussian Naive Bayes; DT: Decision Tree.
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ing several algorithms, including logistic regression, support 
vector machines, k-nearest neighbors (k-NN), decision tree, 
random forest, Naive Bayes, and AdaBoost. Table 3 shows 
the performance metrics achieved by each machine learning 
algorithm. Figure 4 presents a comparison of accuracy scores 
between the VGG-16 network and the machine learning algo-
rithms for femoral neck fracture classification.

DISCUSSION
To compare deep learning and machine learning algorithms 
for the detection and classification of femoral neck fractures, 
transfer learning was first applied using pre-trained VGG-16, 
ResNet-50, and MobileNetV2 networks. Among these, the 
pre-trained VGG-16 model outperformed the others, achiev-
ing 95.6% accuracy (alpha=0.95, CI: 0.94-0.96), 95.5% sensitiv-
ity (alpha=0.95, CI: 0.94-0.96), 93.3% specificity (alpha=0.95, 
CI: 0.91-0.94), 95.7% precision (alpha=0.95, CI: 0.94-0.97), a 
95.5% F1 score (alpha=0.95, CI: 0.94-0.96), a Cohen’s kappa 
of 0.91, and an AUC of 0.99. The VGG-16 network was also 
used as a feature extractor, and the extracted features were 
classified using machine learning algorithms. Among these, 
the k-NN algorithm achieved an accuracy that was 1% higher 
than that of the VGG-16 model. To our knowledge, this is the 
first study to use deep learning and machine learning methods 
for the detection and classification of femoral neck fractures, 
as well as to compare the performance of these methods. 

Cohen's kappa is a measure of agreement used to assess the 
consistency between two observers, a statistical method that 
indicates whether the agreement between classifiers is due 
to chance. It takes values between -1 and +1. A kappa value 
between 0.81 and 1 indicates very good agreement between 
classifiers, suggesting that the result is not due to chance. 
In this study, the Cohen’s kappa scores of the deep learning 
networks were above 0.85. The kappa scores for the k-NN, 
logistic regression, and support vector machine algorithms 
was above 0.90. For the random forest, AdaBoost, and Naive 
Bayes algorithms, the Cohen's kappa scores were above 0.81, 
indicating perfect agreement between the classifiers.[22]

Several studies have applied deep learning methods for the 
diagnosis and detection of hip fractures using plain pelvic 
X-ray images. In these studies, custom CNN architectures 
or transfer learning with pre-trained networks were used. 
Beyaz et al. (2020) used a CNN architecture in their study 
and achieved an accuracy of 83%.[23] Sato et al. (2021) ap-
plied a transfer learning method using EfficientNet-B4 in 
their study and achieved an accuracy of 96.1%.[18] Cheng et 
al. (2019) used a CNN architecture and reported an accuracy 
of 91%.[7] Krogue et al. (2020) applied transfer learning with 
DenseNet-121 and obtained an accuracy of 93.7%.[20] Uraka-
wa et al. (2019) employed a CNN architecture and achieved 
an accuracy of 95.5%.[24] Gale et al. (2017) used transfer learn-
ing with DenseNet and reported an accuracy of 97%.[25]

In our study, transfer learning was first applied. Unlike previ-

ous studies, feature extraction was performed using the pre-
trained VGG-16 network, and the extracted features were 
classified using machine learning algorithms. Hyperparameter 
optimization for the machine learning algorithms was con-
ducted using the grid search method, and better performance 
metrics were achieved compared to most previous studies.

This study has some limitations. First, the number of pelvic X-
rays used was relatively small, with a total of 598 radiographs. 
In deep learning, model performance generally improves with 
larger datasets. To address this, data augmentation and trans-
fer learning techniques were employed. Another limitation is 
that the study was conducted using radiographs from a single 
center, which limits the generalizability of the model. This 
limitation could be addressed in future multicenter studies.

Deep learning and machine learning algorithms were used 
in this study for the detection and classification of femoral 
neck fractures. Successful results were achieved using pre-
trained networks, along with data augmentation and transfer 
learning techniques. Features automatically extracted from 
CNN models were utilized for classification tasks by machine 
learning algorithms. This method can be further improved 
through multicenter studies and may be particularly valu-
able in emergency settings, where access to a specialist is 
limited. The proposed approach can assist physicians working 
in emergency departments, especially those who do not have 
sufficient experience in interpreting plain pelvic radiographs. 
Accurate diagnosis of femoral neck fractures using plain pelvic 
radiographs may also reduce the need for advanced imaging 
methods such as MRI or CT.
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Derin öğrenme ve makine öğrenmesi yöntemleriyle düz pelvis röntgenlerinden femur 
boyun kırıklarının tespiti ve sınıflandırılması
AMAÇ: Femur boyun kırıkları özellikle yaşlılarda ciddi bir sağlık sorunudur. Bu çalışmanın amacı, düz pelvis röntgenlerinden femur boyun kırıklarını 
derin öğrenme ve makine öğrenmesi algoritmalarıyla teşhis etmek, sınıflandırmak ve bu yöntemlerin performanslarını karşılaştırmaktır. 
GEREÇ VE YÖNTEM: Çalışma, femur boyun kırığı olan 296 hastaya ve femur boyun kırığı olmayan 302 kişiye ait toplam 598 düz pelvis röntgen gö-
rüntüsü üzerinde yürütülmüştür. Öncelikle, önceden eğitilmiş derin öğrenme modelleri olan VGG-16, ResNet-50 ve MobileNetv2 ağları ile transfer 
öğrenme yöntemi uygulandı. 
BULGULAR: Femur boyun kırığı tespiti ve sınıflandırması için önceden eğitilmiş VGG-16 ağı, ResNet-50 ve MobileNetv2 ağlarına göre biraz daha iyi 
performans göstermiştir. VGG-16 ağı ile %95.6 doğruluk, %95.5 duyarlılık, %93,3 özgüllük, %95.7 kesinlik, %95.5 F1 skoru, 0.91 Cohen’s kappa ve 
0.99 roccurve sonuçları elde edilmiştir. Daha sonra, VGG-16 evrişim katmanından çıkarılan öznitelikler, yaygın olarak kullanılan makine öğrenmesi 
algoritmaları ile yeniden sınıflandırıldı. K-en yakın komşuluk (k-NN) algoritması, diğer makine öğrenmesi algoritmalarından daha iyi performans 
göstermiştir, k-NN, doğruluk açısından VGG-16 modelinden %1 daha iyi performans göstermiştir. 
SONUÇ: Femur boyun kırıklarının tespiti ve sınıflandırılmasında derin öğrenme ve makine öğrenmesi yöntemleri ile başarılı sonuçlar elde edilmiştir. 
Model, çok merkezli çalışmalarla geliştirilebilir. Önerilen model, özellikle acil servislerde çalışan hekimler ve düz pelvis radyografilerini değerlendir-
mede yeterli deneyime sahip olmayan hekimler için yararlı olabilir.

Anahtar sözcükler: Derin öğrenme; femur boyun kırıkları; makine öğrenmesi; önceden eğitilmiş ağlar; özellik çıkarma.
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