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ABSTRACT

BACKGROUND: The article was planned to make the first evaluation in terms of acute subdural hemorrhages, thinking that it can 
help in appropriate pathologies by tomography interpretation with the artificial intelligence (AI) method, at least in a way to quickly 
warn the responsible doctor.

METHODS: A two-level AI-based hybrid method was developed. The proposed model uses the mask-region convolutional neural 
network (Mask R-CNN) technique, which is a deep learning model, in the hemorrhagic region’s mask generation stage, and a problem-
specific, optimized support vector machines (SVM) technique which is a machine learning model in the binary classification stage. 
Furthermore, the bee colony algorithm was used for the optimization of SVM algorithms’ parameters.

RESULTS: In the first stage, the mean average precision (mAP) value was obtained as 0.754 when the intercept over union (IOU) 
value was taken as 0.5 with the Mask R-CNN architecture used. At the same time, when a 5-fold cross-validation was applied, the 
mAP value was obtained 0.736. With the hyperparameter optimization for both Mask R-CNN and the SVM algorithm, the accuracy of 
the two-level classification process was obtained as 96.36%. Furthermore, final false-negative rate and false-positive rate values were 
obtained as 6.20%, and 2.57%, respectively.

CONCLUSION: With the proposed model, both the detection of hemorrhage and the presentation of the suspicious area to the 
physician were performed more successfully on two dimensional (2D) images with low cost and high accuracy compared to similar 
studies and today’s interpretations with telemedicine techniques.

Keywords: Acute subdural hematoma; artificial intelligence; early diagnosis.

INTRODUCTION

Since 1967, when Sir Godfrey Hounsfield discovered com-
puted tomography (CT), it has been an indispensable method 
for rapid-acting pathology determination, especially in cranial 
pathologies.[1,2] It is the most important imaging tool used 
in emergency pathologies such as bone fractures, cranial 
hemorrhages, midline shifts, masses especially hemorrhagic 
and calcified ones, edema, hydrocephalus, hemorrhagic in-
farcts, and late isolated infarcts.[2] Compared to MRI (mag-
netic resonance imaging), CT has no alternative due to its 
advantages such as no long-term immobility requirement, no 

need for respirators with special magnetic properties espe-
cially for intubated patients, useful in claustrophobic patients, 
and obtainable from patients with metal body implants.[3,4] In 
addition, it is important that CT can be obtained quickly in 
seconds from mobile organs, as well as patients who are ur-
gent and incompatible.[3] Although it is necessary to be care-
ful in sensitive populations since it contains X-ray radiation, 
thanks to today’s developing technologies, radiation exposure 
has been minimized.[5] It can be obtained cheaply due to the 
use of X-ray technology, which has been widely used since 
1895 and has become widespread rapidly.[6,7] In the USA, even 
ambulances with mobile tomography were built for early 
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stroke diagnosis.[8] With 1035 CT devices today, it is available 
throughout Türkiye.[9] Thus, it is accessible to the level of the 
major township and widespread.[9]

All this current situation has caused new threats. In places 
where specialist physicians are not available, the presence of 
tomography has created the need for CT images’ interpreta-
tion by general practitioners. Practitioners, especially those 
who carry the burden of emergency wards, had to interpret 
the whole-body tomography. In the current education sys-
tem, this ability is out of the curriculum even among emer-
gency specialist doctors’.[10,11] It imposes responsibilities on 
doctors that they cannot handle. Furthermore, due to legal 
requirements in current practice, it is expected that the ra-
diology doctor will report the CT images separately usually 
with telemedicine, even in urgent patients.[12] Thus, if patients 
are not met with a very experienced doctor, it causes diagno-
sis and treatment delays.[12]

In recent years, developing technology has led to advances 
in many areas, as well as enabling us to perform operations 
in the field of artificial intelligence (AI) that we could not 
imagine before. AI basically refers to the ability to simulate 
tasks that require intelligence by machines.[13] Machine learn-
ing and deep learning methods, whose popularity is increas-
ing day by day, are also sub-branches of AI.[13] Machine learn-
ing deals with how machines can extract useful information 
from data.[14] Deep learning is a machine learning sub-branch 
(Fig. 1).[14] In both categories, the techniques have different 
advantages over each other.[14] The learning process is faster 
in machine learning techniques compared to deep learning 
techniques, but they require the feature extraction process.
[14] Deep learning techniques also work with long training 

times, but they automate the feature extraction process.[14] 
Furthermore, deep learning techniques are more success-
ful on much larger data.[14] At the same time, deep learning 
techniques can also be processed with numeric or non-cat-
egorical data types such as sound and image.[14] There is a 
need for techniques that use these two AI sub-branches as a 
hybrid, especially in cases where the data set is unstable and 
inputs/outputs other than numeric/categorical types should 
be used.[14] CT images used in the diagnosis of diseases in the 
field of health are also one of the areas where these hybrid 
techniques can be useful.

Considering all this information, this article was planned to 
make the first evaluation in terms of acute subdural hem-
orrhages (ASDH), thinking that it can help in appropriate 
pathologies by filling the gap, we mentioned in the tomogra-
phy interpretation with the AI method, at least in a way to 
quickly warn the responsible doctor. For this purpose, this 
study tried to examine ASDH detection with a two-level 
model that uses both machine learning and deep learning 
techniques. The proposed model uses the mask-region con-
volutional neural network (Mask R-CNN) technique, which 
is a deep learning model, in the hemorrhagic region’s mask 
generation stage, and a problem-specific, optimized support 
vector machines (SVM) model, which is a binary classifica-
tion stage machine learning technique. The work as such is 
original and unique.

MATERIALS AND METHODS

The data to be used for the study were obtained by collecting 
ASDH cases followed up and treated by Assistant Professor 
İsmail KAYA at Niğde Ömer Halisdemir University Faculty 
of Medicine Neurosurgery Clinic and at Cumhuriyet Uni-
versity Faculty of Medicine Neurosurgery Clinic. AI studies 
were carried out by uploading anonymized  digital imaging and 
communications in medicine (DICOM) extension images to 
the server under the control of Kocaeli University Faculty of 
Engineering Assistant Professor Fidan KAYA GÜLAĞIZ and 
graduate student Tuğrul Hakan GENÇTÜRK. The server has 
an i7 4790K 8 Core CPU, 24 GB RAM, and 6 GB graph-
ics card. The server connection was made with secure and 
closed system architecture, allowing only the researchers’ IP 
(Internet Protocol) addresses.

Within the AI studies’ scope, firstly data labeling was car-
ried out by Assistant Professor İsmail KAYA and controlled. 
At this stage, CVAT (Computer Vision Annotation Tool) 
software was used. Before marking, sample images with 
DICOM extension were converted to portable network 
graphics (png) extension (Fig. 2). With the polygon marking 
technique, the masks of the hemorrhagic areas were gener-
ated. Allocating these masks, the data set planned to be 
used for the segmentation problem was created. The evalu-
ation process of the two-level model is explained in the 
following steps.

Figure 1. Artificial intelligence, machine learning, and deep learn-
ing coverage.
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• Step 1: Separation of data as training and testing
• Step 2: Creation of segmentation model using training 

data
• Step 3: Evaluation of the segmentation model using test 

data
• Step 4: Implementation of the classification model (At 

this stage, four different models were evaluated.).
a. Classification using only segmentation model outputs
b. Classification by averaging the Hounsfield unit value of 

the segmentation outputs
c. Classification by giving the features of the segmenta-

tion outputs to the Liner SVM
d. Classification by giving the features of the segmenta-

tion outputs to the SVM radial basis function (RBF).
• Step 5: Obtaining the classification success of the two-

level model over the test data.

As explained in Step 1, labeled data (831 images in total) were 
randomly divided into 80% training (686 images) and 20% test-
ing (145 images). During this separation process, the patient 
images used as test data were not mixed with the training data. 
In Step 2, segmentation of suspected hemorrhagic regions was 
performed using Mask R-CNN model with a residual neural 
network 50 (ResNet-50) - feature pyramid network (FPN) 
backbone. In Step 3, the model was evaluated on the test data, 
and the model’s segmentation success was obtained. In addi-
tion, to evaluate the model’s average success over the data 
set, a 5-fold cross-validation was also made in the segmenta-
tion process. In Step 4, for the second level, the classification 
process was carried out using the result directly from the Mask 
R-CNN algorithm without extracting additional features first. 
Then, the average HU value of the pixels that belonged to the 
segmented region was calculated. Only the HU value was used 
as the threshold for binary classification. The case of this mini-
mum threshold HU value ≥45–50 were evaluated separately 
and binary classification results were obtained for all threshold 
values. The case of maximum threshold HU value was accept-
ed 80 for all. While determining the HU threshold value, the 
standard values were considered.[15] It has been noticed that 

if the threshold value is used plainly, some hemorrhagic areas 
cannot be detected correctly. To increase the method’s suc-
cess, asymmetry index, mean value, standard deviation, kurto-
sis, skewness, and the length ratio values of the sides in the x, 
and y axes of the box drawn around the hemorrhagic area were 
obtained over the HU value. These data were transformed 
into feature vectors and given as the SVM model input. At this 
stage, first, the classical linear SVM model was preferred. RBF 
kernel and Artificial Bee Colony algorithm were used to opti-
mize the model specific to the problem. For the training of the 
SVM algorithm, 365 non-hemorrhagic images taken from four 
new patients were segmented with the Mask R-CNN model. 
Although there were no hemorrhages in 64 of these images, 
Mask R-CNN made incorrect segmentation. Sixty-four images 
with incorrect segmentation were labeled as non-hemorrhag-
ic. From the hemorrhagic images used in the first-level train 
phase, 135 images taken from randomly selected patients were 
added. Thus, for the SVM algorithm, a new training set was cre-
ated. This training set’s features were obtained with the SVM 
algorithm. Then, to determine the model’s success, all the test 
data consisted of first-level hemorrhagic images (145 images) 
and non-hemorrhagic images of four new patients (350 images) 
segmented with Mask R-CNN were given. With the SVM al-
gorithm used at the second level, it was possible to determine 
whether the areas labeled as suspicious by Mask R-CNN at the 
first level were hemorrhage or not.

Mask R-CNN is a region-based convolutional neural net-
work (CNN) used for instance segmentation. It outputs 
the masks of the objects as well as the bounding boxes and 
the confidence score. With Mask R-CNN, the segmenta-
tion algorithm was run by Open multimedia laboratory, and 
the SVM algorithm was run with the scikit-learn library. The 
Mask R-CNN model used in the first level utilized png exten-
sion CT images (512 × 512 size) as input and gave masks of 
suspicious regions as output. Mask R-CNN consists of two 
stages. The first stage consists of two networks, which are 
a feature extraction network (Residual Network, Inception.) 
called the backbone and a region bidding network. The used 

Figure 2. (a) DICOM image, (b) Png Image, and (c) image with the marked bleeding area.
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Mask R-CNN model’s backbone consists of ResNet-50 and 
FPN (Fig. 3). These meshes run once per image to suggest 
a region range. Region suggestions were regions that con-
tain the feature map’s object. In the second step, for each of 
the suggested regions obtained in Step 1, the neural network 
predicted the bounding boxes and object class. Not every 
proposed region had to be the same size, but fully connected 
layers in networks always required a fixed-size vector. Using 
the region of interest (RoI) pool or the RoI-Align method, the 
recommended regions were sized to fully connected layers.
ResNet50 architecture, which forms the Mask R-CNN basis, 
has several stages (Fig. 4). Each ResNet architecture performs 

initial convolution and maximum pooling using 7 × 7 and 3 
× 3 kernels, respectively. In the network’s Phase 1, there are 
three constructive blocks, each containing three layers. In all 
three layers of the Phase 1 block, the cores’ size used to 
perform the convolution is 64, 64, and 256, respectively. As 
you move from one stage to the next the channel width is 
doubled, and the input size is halved. Using 1 × 1 kernels 
in a top-down approach with the FPN network, the ResNet 
architecture output is converted into feature maps. The FPN 
extracts feature maps and then feeds these to the region pro-
posal network (RPN) for object detection. RPN implements 
a floating window over feature maps to make predictions 

Figure 3. General system architecture.
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about object boundary boxes at target locations. On each 
feature map generated by the FPN network, 3 × 3 convolu-
tion kernels are applied, followed by 1 × 1 kernels for object 
predictions and bound box regression.

Hyperparameter optimization is a key step to obtain problem-
specific models. In the SVM algorithm, c and gamma are the 
most important hyperparameters. The c hyperparameter was 
used to control the model’s error, while the gamma param-
eter was used to control the curve’s boundary in nonlinear 
classifications. Therefore, these two hyperparameters deter-
mined the classification performance specific to our model. 
Within the scope of the study, the bee colony algorithm was 
used for the optimization of these parameters.

After the model optimization was completed, an open datas-
et CQ500[16] was used to generalize the model. In the CQ500 
dataset, there are 53 scans, and 6391 slices belong to these 
scans containing SDH.[16] The model proposed in the article 
aims to detect ASDH. For this reason, a total of 76 slices 
containing only ASDH in the CQ500 dataset were used. The 
CQ500 dataset does not contain ground truth segmentation 
masks. Therefore, before training, these slices were convert-
ed to png format and later marked to obtain masks. Sixty of 
the png images were added to the previously used training 
data and 16 of them were added to the test data. After that, 
the training and testing of the model have performed again.

During the classification process’ evaluation, the F1 score 
value and the accuracy value were used together. The mean 
average precision (mAP) metric, which was calculated by tak-
ing the intercept over union (IOU) value of 0.5, was used to 
determine the hemorrhagic region’s segmentation accuracy.

RESULTS

Within the scope of the study, 2434 CT images were col-
lected from 26 patients. Of these, 831 images had an ASDH. 
Although age and gender were not important for tomogra-
phy data, 27% of the patients evaluated were female and 73% 
were male (seven females and 19 males). The minimum age of 
the patients included was 3 years, and the maximum age was 
85 years (with median age was 43 years and mean age was 
40.5 years), respectively. The patient distribution was similar 
to the age and sex ratios were seen in ASDHs in the com-

munity.[17,18] In the first stage, images with hemorrhage were 
randomly divided into 80% training and 20% testing. After 
this segmentation process, the mAP value was obtained as 
0.754 when the IOU value was taken as 0.5 with the Mask 
R-CNN architecture used. At the same time, when a 5-fold 
cross-validation was applied, the mAP value was 0.736. In Fig-
ure 5, the segmentation process’ sample images are shared. 

Simultaneously, 715 images of eight new non-hemorrhagic 
patients were used to train the second stage SVM model 
and evaluated the overall success of the proposed two-level 
model. Of these, 365 images of four patients were used in the 
SVM model training, and the remaining 350 images were used 
in the architecture evaluation. When binary classification was 
performed using only the Mask R-CNN algorithm, the accu-
racy value was obtained as 95.15%. When the HU value was 
added to the classification, 94.55% and 92.93% binary classifi-
cation successes were obtained for the threshold HU values 
of 45 and 50, respectively. In the last stage, when the features 
obtained from the HU value were used, the method’s success 
for the linear SVM algorithm was determined as 94.95%.

Gamma and c values[19] giving the highest accuracy were ob-
tained as 0.0708 and 12.2844, respectively. The gamma and c 
hyper parameters’ variation of the Artificial Bee Colony algo-
rithm used to optimize the SVM algorithm is shown visually 
in Figure 6 and numerically in Table 1. In the figure, the X-
axis represents the iteration number of the algorithm, and the 
Y-axis represents the accuracy value corresponding to these 
iterations. Since the SVM algorithm performs to reduce the 
loss value, there is an inverse relationship between the loss 
value and the accuracy. For this reason, the accuracy value 
is given with a “-” sign. In terms of the classification process, 
the highest accuracy value is 1. In the figure, the best value 
obtained with the SVM algorithm is shown with the blue line, 
and the mean values depending on the iterations are shown 
with the red dots. With the hyperparameter optimization for 
both Mask R-CNN and the SVM algorithm, the final accuracy 
of the two-level classification process was obtained as 96.36%.

In the proposed two-level model’s evaluation, in addition to 
the accuracy value, the F1 score value which gives the average 
of the precision and recall values was also taken into consid-
eration. The accuracy, precision, recall, and F1 score values 
of all techniques used during the model’s development are 

Figure 4. Mask R-CNN architecture.
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Figure 6. Relation between SVM hyperparameters and classification accuracy.

Figure 5. Sample segmentation result (a): Image with unmarked bleeding, (b): Image marked by neurosurgeon, and (c): Image marked by 
Mask R-CNN algorithm.
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shown with detail in Table 2. Furthermore, negative predictive 
value (NPV), false-negative rate (FNR), and false-positive rate 
(FPR) metrics were calculated. The NPV value, which was 
detecting the absence of hemorrhage in the study, expressed 
by the model’s class 1, was calculated as 95.43% when the 
classification was made over the Mask R-CNN model only, 
and as 97.43% when the recommended two-level model was 
used. Within the study’s scope, FNR represents the rate of 
images that was estimated to be absent when hemorrhage 
was present, and FPR represents the rate of images in which 
hemorrhage was detected when there was no hemorrhage.
[19] When classification was made only with the Mask R-CNN 
model, the FNR value was found as 10.45% and the FPR value 
as 2.33% whereas, the proposed two-level model used speci-
fied values were determined as 6.20% and 2.57%, respectively.

When we evaluated with the expanded data set (our data + 
slices having only ASDH in CQ500), for the first level of the 
model, the accuracy of Mask R-CNN was obtained as 93.93% 

Table 1. Relation between gamma and C parameter and 
classification accuracy

Gamma C Accuracy*

0.0430 29.6389 91,50

0.0430 35.4891 91,50

0.0430 39.2157 91,50

0.0544 35.4891 92,81

0.0708 12.2844 93,46

0.0708 34.0026 93,46

0.0708 34.5049 93,46

0.0943 7.4010 90,85

0.0943 7.4454 90,85

0.0985 7.4010 90,85

*It is given as a percentage (%)

Table 2. Binary classification results for different algorithms

Accuracy* Precision Recall F1 Score

Without hounds field value (only mask R-CNN)

Class 1 (No hematoma) 95.15 0.95 0.98 0.97

Class 2 (Hematoma) 95.15 0.94 0.90 0.92

Hounds Field Value (Threshold 45)

Class 1 (No hematoma) 94.55 0.96 0.96 0.96

Class 2 (Hematoma) 94.55 0.91 0.90 0.91

Hounds Field Value (Threshold 50)

Class 1 (No hematoma) 92.93 0.96 0.94 0.95

Class 2 (Hematoma) 92.93 0.85 0.90 0.88

Linear SVM

Class 1 (No hematoma) 94.95 0.99 0.95 0.97

Class 2 (Hematoma) 94.95 0.86 0.96 0.91

SVM with RBF

Class 1 (No hematoma) 96.36 0.97 0.97 0.97

Class 2 (Hematoma) 96.36 0.94 0.94 0.94

*It is given as a percentage (%)

Table 3. Segmentation and binary classification results with extended dataset

Accuracy* Precision Recall F1 Score

Only mask R-CNN

Class 1 (No hematoma) 93.93 0.91 0.99 0.95

Class 2 (Hematoma) 93.93 0.99 0.84 0.95

SVM with RBF

Class 1 (No hematoma) 95.30 0.94 0.99 0.96

Class 2 (Hematoma) 95.30 0.98 0.88 0.93

*It is given as a percentage (%)
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and with the RBF based SVM algorithm, the accuracy of the 
two-level classification process was obtained as 95.30%. In 
Table 3, the results obtained on the expanded data set are 
given for binary classification.

DISCUSSION

Traumatic brain injury is one of the most important health 
problems worldwide.[20] Today, it is ever-growing exponen-
tially with increasing mobilization and population density.[20] 
For head trauma, CT is the most effective diagnostic method.
[2] It is widely and inexpensively available today.[2] Especially in 
emergency pathologies, this situation places the responsibility 
of evaluating the whole-body CT scans on our general prac-
titioners and specialist doctors. In the current curriculum, 
this subject is not taught holistically in both medical educa-
tion and specialist doctorate education.[10,11] Although it is 
taught as scattered, radiology specialist reports are needed.
[12] Today, these reports are made through e-medicine with 
a subcontractor model and have high false report rates.[21] 
In places where experienced doctors are not available, the 
current status causes serious delays in emergency patholo-
gies, thus increasing mortality and morbidity.[22] We think that 
the status quo can change with AI. Previously, there were 
similar problems in interpreting electrocardiography devices’ 
reports, and by simple automated reporting using primitive 
calculation methods, most of the problem has been solved.
[23] However, tomography images that require advanced image 
processing and AI cannot be reported in this way.[14] The sub-
ject was discussed parallel with the developments in recent 
years again.[13] With our original method, we achieved better 
results than e-medicine applications in every parameter as 
described above.[21,22]

Within the study’s scope, a two-level model that combines 
both machine learning and deep learning technique advan-
tages have been proposed for the detection of ASDHs. The 
proposed model performs the segmentation process with 
the MASK R-CNN architecture at the first level, and the clas-
sification process at the second level with the SVM archi-
tecture developed specifically for the problem. It is known 
that the MASK R-CNN method was used in segmentation 
problems using medical images and gave successful results.[24-

28] The elimination of areas labeled as hemorrhagic due to ar-
tifacts, as a result of the segmentation process performed at 
the first level, was achieved by the SVM algorithm used at the 
second level. If the average of the HU value was used alone, 
the model was more affected by the errors that may occur 
during the hemorrhagic area marking (marking the areas of 
the bone, cavity, artifact, etc.). For this reason, instead of us-
ing the HU value alone, we gave different features such as 
standard deviation and asymmetry obtained from this value 
as the SVM algorithm input used in the classification phase. 
When the feature space is small and the features contain sta-
tistical data, the SVM algorithm gives superior results.[29,30] In 
the second level of the study, the features used were statisti-

cal values, and the feature space was also six-dimensional. 
For these reasons, the SVM algorithm was preferred. Fur-
thermore, different techniques such as random forest, Naive 
Bayes, and Multilayer Perceptron have been tested within the 
study’s scope, but due to the data size, these algorithms have 
not been as successful as much as SVM. When problem-spe-
cific optimization will be made in the SVM algorithm, the use 
of the RBF kernel gives better results than the linear kernel.
[31] For this reason, RBF was used for the SVM algorithm. For 
the optimization of gamma and c values in this kernel, the 
Artificial Bee Colony algorithm, which is a heuristic optimiza-
tion technique, was used.[32] When compared to other cur-
rent heuristics, the Artificial Bee Colony algorithm is quite 
efficient for parameter optimization. Further, it is an easier 
method to understand and implement.[33]

Because the proposed method had two-level which performed 
both segmentation and classification, different metrics of the 
two processes were used in the model evaluation. In the seg-
mentation process, since the number of hemorrhagic regions 
in an image can be more than one, the mAP value, which 
is an up-to-date instance segmentation metric, was used.[34] 
This value corresponds to the DICE score value in semantic 
segmentation.[34] At the same time, by applying 5-fold cross-
validation, the segmentation process was re-evaluated to 
show that the proposed model is consistent. The fact that 
the mAP value obtained when random samples were taken, 
and the mAP values obtained as a result of cross-validation 
were similar showed that the segmentation was consistent 
across different data. In the evaluation of the classification 
process’ success, the F1 score value was used together with 
the accuracy value. Especially in the case of unbalanced dis-
tribution among class labels, the accuracy parameter alone 
is not sufficient.[35-37] Since the F1 score increase indicates an 
increase in the model’s success, the F1 score value is parallel 
to the accuracy value showing that the model is consistent. 
At the same time, the NPV value increase in the case of us-
ing SVM compared to using only Mask R-CNN clearly shows 
the model’s success in detecting the hemorrhage absence. 
In addition, considering the FPR and FNR values used in the 
model’s evaluation as a whole, the second level SVM model 
clearly reduced error.

Due to the lack of sufficient open data in the field of hemor-
rhagic areas detection from CT images and the need for time 
as well as physician expertise, especially in the segmentation 
process, there are a limited number of studies. However, some 
partial data sets that can be used in this area are present in 
the literature.[16,38,39] The first of these is the CQ500 data set.
[16] This dataset contains 491 scans with 193317 slices of ano-
nymized images labeled by three radiologists. However, these 
data do not have images unmasked for segmentation. The 
second contains two different datasets. One of them consists 
of 23409 CT images taken from the CQ500 dataset, which 
includes bounding box markings for five acute hemorrhage 
types. The other one has ground truth segmentation masks 
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as in our study. However, it has a limited number of data (56 
slices) in terms of SDH.[38] The last one is a dataset containing 
more than 25,000 images created by American Neuroradiolo-
gy Association and labeled by volunteers.[39] This dataset also 
does not have a ground truth segmentation mask. When all 
datasets were examined, it was determined that most of the 
CT images used did not have markings directly including the 
hemorrhagic region’s borders, as images used in this study. 
Therefore, an open data set could not be used within the 
study’s scope. For these reasons, first, labeling of CT images 
taken from 26 patients and exact marking of the hemorrhagic 
region’s borders (obtaining ground truth data for segmenta-
tion) were provided.

In addition, to generalize the proposed model, slices contain-
ing only ASDH in the CQ500[16] dataset were marked to ob-
tain the ASDH masks. After that, the model was retrained. 
When the obtained results were compared with the previous 
results, it was seen that there was a difference of about 1%, 
but the results were consistent. The reason for this differ-
ence is the low image quality of the scans in the CQ500. 
The images in the data set belong to 2017, so there is a clear 
quality difference between the collected data by us which be-
long to 2022. Despite this, the proposed model was able to 
perform both segmentation and classification with a similar 
accuracy rate on lower-quality images.

When the studies conducted in the past 5 years are exam-
ined, it has been observed that the DICE score value ob-
tained without distinguishing the types of hemorrhages for 
the hemorrhagic region segmentation (considering the dif-
ferent data sets used) varies in the range of approximately 
0.79–0.84.[40-42] The obtained values were generally calculated 
to give accuracy per patient (or per scan). When segmenta-
tion studies on types of hemorrhages are examined, it has 
been observed that segmentation of subdural hemorrhage is 
more difficult than others, and among subdural hemorrhage 
subtypes, segmentation of ASDH is more difficult than oth-
ers.[43,44] Compared to other subacute and chronic subdural 
hemorrhages, the smaller area coverage of ASDHs often 
makes it difficult to detect. In the study performed by Xu 
et al., the DICE score value for subdural hemorrhage was 
obtained as approximately 0.82 (it is not clear how much of 
the study was ASDH), while in the study performed by Far-
zaneh et al., this value was obtained as approximately 0.67 
for ASDH segmentation.[43,44] The literature shows that the 
DICE score value calculated in studies specific to ASDHs is 
decreased.[43,44] Within the study’s scope, only ASDHs were 
studied, and the mAP value was obtained as approximately 
0.75. Considering the studies in the literature for the detec-
tion of ASDHs, the obtained mAP value is at a level that can 
be considered really good.

Of the past 5 years in the literature, when the segmentation 
and hemorrhage detection studies are examined together, no 
study has been found that makes classification over the seg-

mented region using 2 dimensional (2D) images, as in the pro-
posed two-level model. Some studies were carried out solely 
to detect the presence of hemorrhage. In the study performed 
by Kumaravel et al., using the CQ500 open data set, the hem-
orrhage types were evaluated in general, and the presence or 
absence of hemorrhages was examined.[45] AlexNet, an old 
deep learning model, was used and a success rate of around 
99% was achieved.[45] This shows that the images in the data-
set are not very complex in terms of classification. When the 
studies on the data compiled specifically for the problem are 
examined, it has been determined that the success achieved 
with these data is relatively low.[24-28] In the study of Arbabshi-
rani et al., in which they classified the data containing different 
hemorrhage types with 3D images as having or absent hemor-
rhage, the success was evaluated in the area under the curve 
value, and the accuracy was obtained as 84.6%.[46] The data set 
used in the study consists of CT images that have not been 
used in the previous studies and are not open access. In the bi-
nary classification made on 3D images by Remedios et al., the 
detection of the hemorrhage presence (images were classified 
as hemorrhage/no hemorrhage) was made using the precision 
value, and this value was obtained as 0.9698.[47] Patient-based 
accuracy values obtained in the studies performed by Arbab-
shirani et al. and Remedios et al. have a much higher accuracy 
when compared to the image-based accuracy values obtained 
in our study.[46,47] They studied images taken from the Vander-
bilt University Medical Center, which is also not open access.
[46,47] For each image in the dataset, the presence/absence of 
hemorrhage information is not available.[46,47] Our study, which 
is based on the segmentation of 2D images differs from the 
studies in the literature. In addition, the fact that CT gener-
ates image data mainly through the 2D image reconstruction 
shows that our method offers a more radical solution that is 
more suitable for the image acquisition method. Thus, data 
loss and workload that may occur due to 3D processing are 
eliminated. Aside from the fact that 3D image processing is 
not superior to our method, it is possible to create a 3D im-
age from our marked outputs with simple image processing. In 
another study carried out by Phaphuangwittayakul et al., using 
a special data set, the success in detecting subdural hemor-
rhages for the classification process made on 3D images was 
achieved with 96.54% accuracy.[48] In the study, two open and 
one private data sets were used.[48] Images for different hem-
orrhage types were mixed in the datasets.[48] Classification of 
epidural, subdural, and intraparenchymal hemorrhage types 
has been made.[48] Subtypes of subdural hemorrhages have not 
been studied.[48] General subdural hemorrhage detection was 
made on the private data set.[48] In our study, ASDHs, which is 
one of the most difficult subdural hemorrhages, were detect-
ed with 96.36% accuracy on 2D images. Finally, Ye et al. classi-
fied hemorrhage types in terms of both binary (hemorrhage/
no hemorrhage) and five hemorrhage types over the 3D CNN 
architecture.[49] Results are given on both patient and image 
basis.[49] The image-based accuracy for subdural hemorrhages 
was 94%, which is lower than the classification value we ob-
tained in our study.[48] As stated in the literature, although 
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Table 4. Up-to-date list of studies on other intracranial hemorrhage types segmentation and classification*

Authors Year Segmentation/Classification Method Dataset

Chang et al.[64] 2018 Classification + Segmentation Mask R-CNN
(Deep Learning)

-

Cho et al.[65] 2019 Classification + Segmentation CNN- and FCN-based 
architecture

Specific

Kyung et al.[66] 2019 Classification + Segmentation FCN(Fully Convolutional 
Network) based archi-

tecture

Specific

Lee et al.[53] 2019 Classification + Segmentation CNN-based architecture
(Deep Learning)

Specific

Arab et al.[42] 2020 Segmentation CNN-based architecture
(Deep Learning)

Specific

Farzaneh et al.[44] 2020 Classification + Segmentation Machine Learning Specific

Yao et al.[67] 2020 Segmentation CNN-based architecture
(Deep Learning)

Open: PROTECT III trial 

Heit et al.[68] 2021 Classification + Segmentation hybrid 2D–3D archi-
tecture (RAPID ICH 
application-based)

Specific

Kellogg et al.[40] 2021 Segmentation 3D CNN-based archi-
tecture

(Deep Learning)

Specific

Phaphuangwittayakul et al.[48] 2021 Classification + Segmentation 3D CNN-based archi-
tecture

(Deep Learning)

Open: RSNA (Radiological 
Society of North America) 
2019, PhysioNet, CMU-TBI 
(Carnegie Mellon University 

– Traumatic Brain Injury)

Sharrock et al.[69] 2021 Segmentation 3D Neural Network-
based architecture

Specific

Solorio-Ramírez et al.[70] 2021 Classification + Segmentation Minimalist Machine 
Learning 

Open

Xu et al.[43] 2021 Segmentation U-Net-based architec-
ture

(Deep Learning)

Specific

Zhao et al.[71] 2021 Segmentation Unet-based architecture
(Deep Learning)

Specific

Pandimurugan et al.[72] 2022 Classification + Segmentation CNN + GAN(Generative 
Adversarial Networks)

(Deep Learning)

Open: RSNA repositories 
data

Wang et al.[73] 2023 Segmentation Capsule Network-based 
architecture

Specific

* All up-to-date (Last 5 years) related intracranial hematoma detection studies are given in the table in chronological and alphabetical 
order. The literature search was carried out in the PubMed database and “brain hemorrhage” deep learning, “brain hematoma” deep 
learning, “brain hemorrhage” machine learning, “brain hematoma” machine learning, “brain hematoma” segmentation classification, “brain 
hematoma” segmentation, “brain hemorrhage” segmentation classification, “brain hemorrhage” segmentation, “intracranial hematoma” seg-
mentation classification, “intracranial hematoma” segmentation, “intracranial hemorrhage” segmentation classification, “intracranial hemor-
rhage” segmentation, “intracranial hemorrhage” artificial intelligence segmentation classification, and “intracranial hemorrhage” artificial 
intelligence segmentation keywords were used.
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there is a need for detection studies about subdural hemor-
rhage subtypes,[48] there is no study conducted specifically for 
ASDHs except in our publication.

In addition to these studies, different machine learning (SVM,[50] 
clustering,[51] unsupervised learning,[52] etc.) techniques have 
been used for only classification purposes in the literature 
to detect cerebral hemorrhage. With the popularization of 
deep learning techniques, not only the classification problem 
but also the problem of detecting the hemorrhagic region 
has been focused on. For this purpose, generally, CNN,[53-55] 
Fully Convolutional. Networks,[56] Unet,[41] and ResNet[57,58] 
models have been preferred. And more recently, hybrid mod-
els (CNN + Long Short-Term Memory (LTSM),[55,59,60] Deep 
Learning + SVM,[57,61] Deep Learning + Deep Learning,[49,55,62] 
etc.) have been used. In most studies used datasets specific 
to the relevant study. Considering that currently there is no 
open data set suitable for segmentation, it would not be cor-
rect to make a superiority comparison between hybrid mod-
els. However, it can be said that deep learning based models 
and hybrid models are more successful than only machine 
learning based models.[63] In addition, the success of a single 
deep learning based model and the success of hybrid models 
may vary according to the problem and the model created.
[55,57,61] For this reason, it would not be correct to make a 
direct superiority comparison among these techniques. For 
the aforementioned reasons, except for the studies that were 
compared in detail above, no comparison was made with the 
studies that did not contain any results in terms of subdural 
hemorrhages. Since extensive literature review of ASDHs al-
ready presented, studies including other types of brain hema-
tomas and their features which are partially related our study 
is shown in detail in Table 4.

Finally, we would like to list the features that distinguish our 
work. As stated before when the literature is examined, it is 
seen that there are a limited number of studies that perform 
both classification and segmentation processes. Among those 
there was no study that performed the classification process 
over the segmented region. At the same time, studies were 
not carried out specifically on a subtype of ASDH. Rather, 
general models have been proposed to segment all hematoma 
types. Also, the data set used in many other studies were ob-
tained specific (closed to public access) to the study. On the 
other hand, open datasets do not have a sufficient number of 
ground truth segmentation masks. Our study excels on those 
fronts and overall results.

Although we have planned our work as best we can, there are 
some shortcomings. Our most important shortcoming is the 
number of images reviewed. Although we have examined a 
good number of images compared to studies in the literature, 
due to the nature of the method we used, access to big data 
will give better results.[45-49] The most important reasons that 
prevent this from our point of view were the small number of 
researchers, scarcity of research centers, and our time con-

straints. Multicenter studies are needed. However, from our 
results, it is obvious that we have reached sufficient meaning-
ful results. Another shortcoming is that we can only evalu-
ate ASDHs for the same reasons. More articles will follow in 
terms of other pathologies, but it takes time with the avail-
able facilities. Finally, although our work has deeper technical 
details, we tried to explain it most optimally in the article 
format, so that everyone can understand it.

With this innovative study, we have obtained an ideal hybrid 
image processing method for ASDH detection, using a lim-
ited number of centers, researchers, and available resources. 
Compared to other studies, although our dataset is thought 
to be limited, we have a good dataset for ASDHs. In the proj-
ect’s continuation, we planned to develop algorithms that can 
identify other cranial traumas and create our final program. 
Thus, we think that a new deficiency created by the devel-
opment of modern medicine has been filled with modern 
computer engineering techniques. We performed pathology 
determination in CT with our program, which has better 
negative and positive predictive values than today’s interpre-
tations with telemedicine techniques. Moreover, it frees us 
from today’s delays and financial burdens.[21,22]

CONCLUSION

As proposed in the article, the two-level hybrid model pro-
vides automatic segmentation and classification of ASDHs on 
CT images. Our study aimed to support the medical diagno-
sis and treatment of ASDHs based on AI. For this purpose, 
through a single model, both the detection of hemorrhage 
and the presentation of the suspected area to the physician 
were provided. This process has been performed more suc-
cessfully in existing telemedicine applications with low cost 
and high accuracy over 2D images. Thus, we presented the 
knowledge created by technology development in an easily 
understandable form and offered it to the service.

In future studies, it is aimed to develop specific models for 
other brain hemorrhage types and traumas to create a hy-
brid architecture that can handle the cranial pathologies as 
a whole.
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İki katmanlı yapay zeka modeline dayalı devrimsel akut subdural hematom tespiti
Dr. İsmail Kaya,1 Dr. Tuğrul Hakan Gençtürk,2 Dr. Fidan Kaya Gülağız2

1Niğde Ömer Halisdemir Üniversitesi, Tıp Fakültesi, Beyin ve Sinir Cerrahisi Anabilim Dalı, Niğde, Türkiye 
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AMAÇ: Bu çalışmayı, beyin tomografisinin yorumlanmasında doğruluk ve süre açısından gördüğümüz eksikliklerin yapay zeka (AI) yöntemi ile 
doldurularak en azından sorumlu doktoru hızlıca uyaracak şekilde, uygun patolojilerde yardımcı olabileceğini düşünüp akut subduraller açısından ilk 
değerlendirmeyi yapmak için planladık.
GEREÇ ve YÖNTEM: İki seviyeli AI tabanlı bir hibrit yöntem geliştirildi. Önerilen model, hemorajik bölgenin maske oluşturma aşamasında bir derin 
öğrenme modeli olan maske-bölge evrişimli sinir ağı (Mask R-CNN) tekniğini ve ikili sınıflandırma aşamasında bir makine öğrenimi modeli olan 
probleme özel, optimize edilmiş destek vektör makineleri (SVM) tekniğini kullanır. Ayrıca SVM algoritmalarının parametrelerinin optimizasyonu için 
arı kolonisi algoritması kullanıldı.
BULGULAR: İlk aşamada kullanılan Mask R-CNN mimarisi ile kesişim üzeri birleşme (IOU) değeri 0.5 alındığında ortalama ortanca kesinlik (mAP) 
değeri 0.754 olarak elde edildi. Aynı zamanda 5 kat çapraz doğrulama uygulandığında mAP değeri 0.736 olarak elde edildi. Hem Mask R-CNN hem 
de SVM algoritması için hiper parametre optimizasyonu ile iki seviyeli sınıflandırma işleminin doğruluğu %96.36 idi. Ayrıca nihai yanlış negatif  oran 
ve yanlış pozitif  oran değerleri sırasıyla %6.20 ve %2.57 olarak elde edildi.
SONUÇ: Önerilen model ile iki boyutlu görüntüler üzerinde hem kanama tespiti hem de şüpheli alanın hekime sunulması, benzer çalışmalara ve 
günümüz tele tıp teknikleri ile yorumlamalara göre düşük maliyet ve yüksek doğrulukla daha başarılı bir şekilde gerçekleştirilmiştir.
Anahtar sözcükler: Yapay zeka; akut subdural hematom; erken tanı.
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