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Introduction
The field of Artificial Intelligence (AI) encompasses a 
range of applications, including large language models 
(LLMs), which have publicly available to users since No-
vember 2022. These models have the capacity to simulate 

human speech through the utilisation of natural language 

processing (NLP) and machine learning techniques (1). 

LLMs are trained on extensive datasets, which enable 

them to discern the complex patterns inherent in human 

language. Consequently, they facilitate access to informa-

Purpose: This study aimed to compare the accuracy and reliability of four chatbot applications—Chat-
GPT o1, Google Gemini Advanced, DeepSeek R1, and Perplexity AI—in the context of dental traumatol-
ogy.

Methods: Twenty-five dichotomous questions, derived from the 2020 guidelines of the International 
Association of Dental Traumatology (IADT), were administered by three independent researchers to 
each chatbot over a 10-day period. Each question was asked three times per day, generating 90 re-
sponses per question. Responses were categorised as “correct,” “incorrect,” or “refer to a practitioner.” 
Accuracy rates and Fleiss’ Kappa values were calculated to assess performance and inter-response reli-
ability.

Results: All chatbot models demonstrated high levels of accuracy. ChatGPT o1 yielded the highest ac-
curacy rate (86.4%), followed by DeepSeek (84.0%), Perplexity (80.5%), and Google Gemini Advanced 
(80.2%). The highest Fleiss’ Kappa value was observed in the DeepSeek model (0.709), indicating the 
greatest internal consistency, while the Google Gemini Advanced model recorded the lowest value 
(0.185). Although DeepSeek and Perplexity exhibited relatively stronger reliability metrics, none of the 
models achieved complete consistency, with intra-platform variation occasionally present.

Conclusion: Contemporary chatbot models show substantial accuracy and improving reliability in re-
sponding to dental traumatology queries, suggesting their potential as clinical support tools. Nonethe-
less, further refinement and domain-specific optimisation remain necessary.
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tion by generating responses in a natural dialogue format. 
In contrast to conventional search engines, these models 
possess the capacity to generate responses within a specific 
context, thereby presenting significant opportunities for 
patient-physician communication and clinical decision-
making in the healthcare domain (2-4). However, the 
accuracy and consistency of the information provided by 
these technologies remain subjects of debate. In recent 
years, the scientific validity of AI-powered chatbots has 
been investigated across various fields of dentistry. While 
extant literature has appraised the proficiency of promi-
nent chatbots such as ChatGPT and Google Gemini across 
diverse dental disciplines (5-9), the findings of these stud-
ies have been inconclusive. While some studies posit a cer-
tain degree of benefit from these models (8,10), others 
emphasise the persistent risk of erroneous or incomplete 
information generation (11,12).

In recent years, significant advancements have been made 
in the field of chatbots. For instance, DeepSeek AI (R1), 
introduced in 2025, is a model trained on extensive data-
sets and has been reported to demonstrate performance 
comparable to GPT-o1 (13). Similarly, Perplexity AI, 
launched in 2022, has garnered attention for its ability 
to respond to user queries in natural language by sum-
marizing information gathered from web sources. A dis-
tinguishing feature of Perplexity AI is its direct provi-
sion of sources through hyperlinks, setting it apart from 
other chatbots. Although a comprehensive evaluation of 
Perplexity AI in the healthcare domain is lacking, stud-
ies have shown that it can generate accurate responses on 
certain topics (14). Moreover, the integration of LLM-
based chatbots into telehealth platforms holds promise for 
enhancing remote patient care yet underscores the impor-
tance of validating these tools for accuracy and consistency 
in clinical scenarios (15). However, the reliability of these 
next generation chatbots in the healthcare field, particu-
larly in specialised medical disciplines such as dentistry, has 
yet to be thoroughly assessed.

Conversely, advanced chatbots such as ChatGPT (o1) and 
Google Gemini (Advanced) incorporate various enhance-
ments designed to deliver enhanced accuracy and consis-
tency in comparison to their earlier versions. A substantial 
body of extant literature demonstrates that these advanced 
models consistently yield more efficacious outcomes in 
comparison to GPT-3.5 and earlier versions of Google 
Gemini (16-19). Nevertheless, further research is required 
to accurately delineate the limitations of these models in 
medical applications.

Dental traumatology is the branch of dentistry concerned 
with the epidemiology, etiology, prevention, assessment, 
diagnosis and treatment of traumatic dental injuries. The 

management of such injuries requires a multidisciplinary 
approach, and the timing of emergency intervention plays 
a crucial role in treatment outcomes. Therefore, evaluat-
ing the potential of AI-assisted systems in this domain is 
of significant academic and clinical importance. However, 
the extent to which current models provide adequate ac-
curacy and consistency in specialised medical fields such as 
dental traumatology remains uncertain, necessitating fur-
ther investigation. The present study aims to address this 
gap by comparing the consistency and accuracy of both 
next generation chatbots (DeepSeek, Perplexity AI) and 
the premium, advanced versions of widely used chatbots, 
ChatGPT (o1) and Google Gemini (Advanced). The first 
hypothesis of this study posits that advanced chatbot ver-
sions will achieve higher accuracy rates than their prede-
cessors. The second hypothesis suggests that in specialised 
fields such as dental traumatology, AI-assisted chatbots 
may fail to achieve the acceptable diagnostic accuracy 
threshold of 90% or above.

Materials and Methods
This research was conducted as a cross-sectional study to 
examine the consistency and accuracy of responses pro-
vided by four artificial intelligence (AI) chatbots: Google 
Gemini Advanced, ChatGPT-01, DeepSeek R1, and Per-
plexity AI. Data collection took place from 21 February to 
3 March 2025, during which 25 dichotomous (yes/no) 
questions were posed three times a day (morning, after-
noon, and evening) to each of the four platforms. Three 
independent researchers, each using separate accounts, 
initiated the queries simultaneously to minimise temporal 
bias. Before every query session, the “new chat” feature 
was selected and previous chat histories were cleared, en-
suring that no chatbot could draw upon information from 
earlier interactions. As there were no human participants 
involved, ethical approval was not required.

The primary outcome variable for this study was the ac-
curacy of the chatbots’ responses, classified as “correct,” 
“incorrect,” or “referral to a healthcare professional.” The 
25 questions (Table 1) used were originally developed 
by Özden et al. (19) and adhered to the 2020 guidelines 
of the International Association of Dental Traumatology 
(20). During the 10-day period, each question yielded a 
total of 90 responses (3 responses per day × 10 days × 3 
researchers), and the “correct” answers were determined 
by reference to the IADT guidelines. This setup provided a 
structured framework for assessing the performance of each 
chatbot under standardised conditions.

In order to address potential sources of bias, the researchers 
employed several precautions. Chat histories were purged 
prior to each query, thereby preventing the chatbots from 
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utilising any previously supplied information. Queries were 
made simultaneously across all four platforms, reducing the 
likelihood of temporal variations affecting the responses.

Statistical Analyses
All answers were stored in an Excel spreadsheet (Microsoft, 
Redmond, WA, USA) and analysed using the statistical 
software program Statistical Product and Service Solutions 
version 29 (IBM Corp., Armonk, NY, USA). Descriptive 
statistics (frequencies and percentages) were used to sum-
marise correct, incorrect, and referral responses for each 
chatbot. Fleiss’ kappa was used to determine whether there 
was an agreement between the responses. As the research 
design ensured consistent and complete data collection, no 
missing data were encountered.

Results
In this study, a total of 9000 responses were evaluated, 
revealing an overall correct answer rate of 82.8% and an 

incorrect answer rate of 17.2%, with only four responses 
classified as “referral to a healthcare professional” (Table 
2). Among the assessed chatbots (Table 3), Google Gemi-
ni Advanced provided 80.2% correct, 19.7% incorrect, and 
0.1% referral to a healthcare professional response, demon-
strating low reliability (κ = 0.185; 95% CI, 0.144–0.247). 
ChatGPT o1 achieved 86.4% correct and 13.6% incorrect 
responses (κ = 0.556; 95% CI, 0.515–0.598). Perplexity 
attained 80.5% correct and 19.5% incorrect responses (κ = 
0.693; 95% CI, 0.652–0.735). DeepSeek delivered 84.0% 
correct and 16.0% incorrect responses (κ = 0.709; 95% CI, 
0.668–0.750).

Table 1. Questions

Should root canal treatment be performed if the tooth has a positive response to the pulp sensitivity test in the presence of a crown fracture 
involving only enamel and no accompanying luxation or root fracture?
Should a follow-up procedure be implemented for the vitality of the tooth in uncomplicated crown fracture cases?
Is there percussion and palpation sensitivity in uncomplicated crown fractures?
Is root canal treatment the only treatment option for complicated crown fractures in teeth with complete root development?
Should root canal treatment be performed if the tooth responds positively to the pulp sensitivity test in the presence of an uncomplicated crown 
fracture?
Is root canal treatment the first treatment option to consider in the presence of a complicated crown fracture in permanent teeth with incomplete 
root development?
Should the involved tooth be splinted to adjacent teeth in root fractures?
Can root fractures be detected without radiographic examination?
Should the splint applied in trauma cases be rigid?
Should the splinting period be extended in root fractures close to the cervical region?
Should root canal treatment be performed on the teeth, without any other injury, in the affected segment in alveolar fracture?
Should root canal treatment be performed immediately in subluxation cases without any other injury?
Is the elapsed time important in the repositioning of an extruded permanent tooth?
Should it be considered that there might be an accompanying alveolar bone fracture in every lateral luxation case?
Is there a chance of spontaneous repositioning in teeth intruded less than 3 mm?
Is splinting necessary for teeth intruded more than 3 mm?
Can teeth intruded more than 7 mm be repositioned orthodontically?
Are the storage conditions of an avulsed tooth important?
Should tetanus vaccine be recommended to the patient in every avulsion case?
Should an avulsed milk tooth be replanted?
Is it important where the avulsed tooth is stored?
Does the time elapsed after dental trauma change the treatment option?
Is avulsion the injury type with the highest risk of ankylosis?
Is intrusion the injury type with the highest risk of root resorption?
Is root fracture in the cervical region the injury type that requires the longest splinting time in trauma cases?

Table 2. The distribution of accuracy of artificial intelligence ap-
plications’ responses

Total n (%)

Correct  7450 (82.8)
Incorrect 1546 (17.2)
Referral to a healthcare professional 4 



Discussion
In this study, the consistency and accuracy performances 
of recently emerging chatbots, such as DeepSeek and Per-
plexity AI, were compared with advanced and premium 
versions of widely used chatbots, namely ChatGPT (o1) 
and Google Gemini (Advanced). The accuracy rates 
of all evaluated chatbots exceeded 80%. A comparison 
of the present findings with a prior study conducted in 
2024 reveals a significant enhancement in accuracy for 
the updated versions (19). In the aforementioned study 
(19), the same set of questions was posed to ChatGPT 
3.5 and Google Gemini. Moreover, the previously docu-
mented rate of incorrect responses decreased from 39.2% 
to 17.2%, while the proportion of responses directing us-
ers to a healthcare professional diminished from 3.3% to 
0.04%.  These findings are consistent with the results of 
similar studies that have compared the paid versions of AI 
applications with their initial releases (21–24). A review of 
the literature indicates that studies questioning the accu-
racy and reliability of AI predominantly focused on com-
parisons between ChatGPT 3.5 and ChatGPT 4o, consis-
tently reporting that the 4o version achieved significantly 
higher accuracy levels. Nevertheless, ChatGPT o1 is re-
garded as the most advanced version to date, having been 
developed through enhanced chain-of-thought reasoning 
techniques. Designed to maximize reasoning capabilities 
via human-like algorithms, the o1 model is especially well-
suited for complex clinical contexts (25). Consequently, 
the most up-to-date version of ChatGPT, the o1 model, 
was chosen for utilization in the present study.

The reliability analysis (Fleiss’ Kappa) revealed that the 
DeepSeek model exhibited the highest reliability coeffi-
cient, followed by Perplexity, ChatGPT o1, and Gemini 
Advanced, in that order (0.709 Substantial (High); 0.69 
Substantial (High); 0.556 Moderate (Medium); 0.185 
Slight (Very Low)). This finding supports the null hy-
pothesis of the study, which was partially accepted. The 
reliability levels of both Gemini Advanced and ChatGPT 
o1 are substandard. Conversely, DeepSeek and Perplexity, 
with their high reliability coefficients, appear promising in 
terms of supporting clinicians in the field of traumatology. 

In a study by Mondillo et al. (25), which evaluated the 
decision-making competence of ChatGPT o1 and Deep-
Seek in paediatric cases, it was reported that ChatGPT 
o1 demonstrated higher reliability levels than DeepSeek. 
However, this finding does not align with the results of 
the present study. This discrepancy may be attributed to 
differences in question formats: while the current study 
utilised dichotomous (yes/no) questions, the previous 
study employed multiple-choice questions with a single 
correct answer. DeepSeek-R1 is an advanced reasoning 
program based on reinforcement learning (RL) (26). 
The model’s self-reflection capability, described as a form 
of self-improvement, allows it to verify and optimise its 
logical steps independently, thereby enhancing its direct 
question-answering performance (27). This feature may 
explain why DeepSeek-R1 achieves higher accuracy in 
dichotomous (yes/no) questions compared to multiple-
choice questions.

In the present study, an evaluation of various chatbots re-
vealed that they employed different modelling approaches. 
Specifically, ChatGPT o1 and DeepSeek R1 utilised a gen-
erative model (GM) approach, whereas Google Gemini 
Advanced and Perplexity AI generated responses employ-
ing a retrieval-augmented generation (RAG) framework. 
The GM approach employs neural networks to generate 
coherent and creative responses through statistical analy-
sis. However, it has been reported that this creativity can 
sometimes result in the production of inaccurate or in-
complete information, a phenomenon referred to as “hal-
lucination” (28). In contrast, the RAG model enhances 
text generated by the GM approach with additional in-
formation retrieved by a retrieval model (RM), producing 
more comprehensive and informative responses. Evidence-
supported responses in RAG models have been hypoth-
esised to reduce hallucinations and improve information 
accuracy (28,29).

In this study, the AI applications based on the GM ap-
proach (ChatGPT o1 and DeepSeek R1) demonstrated 
higher accuracy and reliability compared to those utilis-
ing the RAG approach (Gemini Advanced and Perplexity 
AI). This outcome may be attributed to the dichotomous 
nature of the questions, which likely minimized the risk 
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Table 2. The distribution of accuracy of responses from artificial intelligence applications and reliability values

  Correct %* Incorrect %* Referral to a healthcare professional %* Reliability **(%95 CI)

Google Gemini Advanced 80.2 19.7 0.1 0.185 (0.144 – 0.247)
ChatGPT o1 86.4 13.6 - 0.556 (0.515 – 0.598)
Perplexity  80.5 19.5 - 0.693 (0.652 – 0.735)
Deepseek  84.0 16.0 - 0.709 (0.668 – 0.750)

*Percentages of rows. **Fleiss Kappa.



of hallucinated responses and prevented a decline in accu-
racy. However, independent of software modelling, none 
of the evaluated applications achieved 100% consistency. 
For instance, discrepancies were observed within the same 
application when the same question was asked from differ-
ent accounts or at different times from the same account 
(Figures 1–5).

In the present study, to prevent AI applications from 
learning the questions, each query was posed in a new chat 
session after the chat history had been cleared. Addition-
ally, to minimize temporal variability, the questions were 
posed simultaneously from three different accounts over a 
10-day period. Despite the implementation of these pre-
ventive measures, the study has certain limitations. Firstly, 
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Fig. 1. The variation in the total number of correct answers provided 
by chatbots to the questions asked on different days.

Fig. 2. Responses by ChatGPT o1 to the same question asked from the 
same account at different times.

(a)

(b)

Fig. 4. Responses by Perplexity to the same question asked from two 
different accounts.

(a)

(b)

Fig. 3. Responses by Gemini Advanced to the same question asked 
from two different accounts.

(a)

(b)

Fig. 5. Responses by DeepSeek to the same question asked from the 
same account at different times.

(a)

(b)



restricting responses to a “yes/no” format does not fully 
capture the multidimensional nature of clinical practice. 
In the present study, dichotomous (yes/no) questions 
were employed to assess the decision-making performance 
of AI-based chatbots objectively and reproducibly in the 
context of dental trauma. However, it should be noted 
that this methodological choice is not without its limi-
tations. It is acknowledged that traumatic dental injuries 
frequently present as complex and multifactorial in nature, 
and therefore it is possible that binary response formats 
may not adequately represent such cases. This oversight 
may have led to outcomes that were false positive or false 
negative, which could have affected the internal validity of 
the findings. It is recommended that future research in-
corporate more sophisticated question formats and clini-
cally realistic case scenarios to reflect the multidimensional 
character of dental trauma management more accurately 
and to enhance the robustness of chatbot performance as-
sessments. Additionally, LLMs are not specifically trained 
in endodontics or dental traumatology, which could sig-
nificantly impact the accuracy of their responses. Another 
limitation of this study is that the responses provided by 
AI applications were not compared with the knowledge 
level of general dentists or specialists. Such a comparison 
could offer valuable insights into the effectiveness of AI 
applications in this context, highlighting the need for fur-
ther research in this area.

Conclusion
Within the limitations of this study, a sign0ificant improve-
ment was observed in the overall accuracy of responses 
generated by ChatGPT o1 and Google Gemini Advanced 
in the field of dental traumatology, particularly when 
compared to their earlier versions. This finding suggests 
that premium versions may serve as more reliable guides 
compared to their open-access counterparts. However, 
in terms of reliability coefficients, these two applications 
lagged behind DeepSeek and Perplexity. When evaluated 
based on reliability metrics, the high reliability scores at-
tained by Perplexity and DeepSeek indicate that these 
models may serve as viable alternatives to widely used lan-
guage models, particularly Google Gemini Advanced.

In conclusion, the rapid advancements observed suggest 
that chatbots—especially when trained for medical-spe-
cific domains—may serve as effective telehealth tools in 
regions with limited access to healthcare services.
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