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Abstract  Öz 

This study examines auditory stimulus interface studies, an essential 
development in brain-computer interfaces. Brain-computer interfaces 
help individuals with limited motor skills communicate without any 
muscle intervention. Electroencephalogram is the most frequently used 
method in brain-computer interface studies. Interfaces developed using 
auditory evoked potentials obtained from electroencephalogram 
signals are used in fields such as auditory spellers, mood research, and 
device control. However, compared to visual and tactile stimuli, 
interfaces with auditory stimuli appear to perform lower in accuracy 
and information transfer. Interfaces based on auditory stimuli are 
essential because they allow communication in individuals with no 
muscle activity and limited vision. This study reviews the design, 
classification, and evaluation stages of auditory brain-computer 
interfaces and examines the studies done in the literature. 

 Bu çalışma, beyin-bilgisayar arayüzleri alanında önemli bir gelişme 
olan işitsel uyaranlı arayüz çalışmalarının incelenmesine 
odaklanmaktadır. Beyin-bilgisayar arayüzleri, motor becerileri kısıtlı 
bireylerin herhangi bir kas müdahalesi olmadan iletişim kurmalarına 
yardımcı olmaktadır. Elektroensefalogram beyin bilgisayar aryüzü 
çalışmalarında en sık kullanılan yöntemdir. Elektroensefalogram 
sinyallerinden elde edilen işitsel uyarılmış potansiyeller kullanılarak 
geliştirilen arayüzler işitsel heceleyici, duygu durum araştırmaları ve 
cihaz kontrolü gibi farklı alanlarda kullanılmaktadır. Ancak görsel ve 
dokunsal uyaranlarla karşılaştırıldığında, işitsel uyaranlı arayüzlerin 
doğruluk ve bilgi aktarımı açısından daha düşük performans gösterdiği 
görülmektedir. Herhangi bir kas aktivitesi bulunmyan ve aynı zamanda 
görme yetisi de kısıtlanmış bireylerde işitsel uyaranlara dayalı 
arayüzler, iletişim kurma imkanı sunması nedeniyle önemlidir. Bu 
çalışma, işitsel uyaranlı beyin-bilgisayar arayüzlerinin tasarım, 
sınıflandırma ve değerlendirme aşamaları hakkında bir inceleme 
sunmakta ve  literatürde yapılmış olan çalışmaları incelemektedir. 

Keywords: Brain-computer interface, Auditory evoked potential, 
Electroencephalogram 
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1 Introduction 

Brain-computer interface (BCI) is a system that allows people 
to interact with their environment using control signals 
generated from electroencephalographic activity without the 
intervention of peripheral nerves and muscles [1]. BCIs can be 
used for various purposes in individuals with loss of cognitive 
or sensorimotor functions [2]. They are used to map and 
examine cognitive functions while enabling people with loss of 
motor functions to develop and improve their communication 
skills. One of the primary purposes of BCIs is for people with 
severe motor disabilities to create a communication channel 
with their environment through computers without using their 
limbs [3]. Conscious but paralyzed patients cannot express 
themselves. Diseases such as locked-in syndrome also cause 
vision loss [4]. Brain-computer interface studies use auditory 
stimulation to improve the quality of life of people with limited 
or no vision suffering from these and similar diseases and to 
integrate them into life [5]. Brain signals recorded using 
auditory stimuli in visually impaired individuals are used in BCI 
studies. Basically, taking into account the situation of the people 
to whom the stimulus will be given, people are warned by using 
one or more visual, tactile, and auditory stimuli in BCI studies. 
As a result of this stimulation, brain potentials measured using 
different methods are recorded and processed. Various 
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methods are available to measure brain activity, including 
electroencephalogram (EEG), electrocorticogram (ECoG), 
single unit recording (SUR), magnetoencephalography (MEG), 
functional magnetic resonance imaging (fMRI), Positron 
emission tomography (PET), and near-infrared spectroscopy 
(NIR) [6], [7]. An electrocorticogram (ECoG) is a 
neurophysiological recording method that directly measures 
electrical activity from the cerebral cortex via electrodes placed 
on the brain's surface [8]. The ECoG method is invasive and 
usually requires a surgical procedure. The skull is opened, and 
electrodes are placed directly on the brain's surface to detect 
electrical signals between brain cells [9]. ECoG is mainly used 
in BCI studies to control prosthetic limbs and communication 
devices. Single-unit recording is a neurophysiological 
technique used to directly measure the action potentials of a 
single neuron using microelectrodes[10]. This technique plays 
a vital role in brain research and understanding the functioning 
of the nervous system. Magnetoencephalography is a 
noninvasive test that measures magnetic fields generated by 
electrical currents in the brain [11]. The magnetic field effect of 
the brain is much smaller than the magnetic effect of any metal 
material in the environment. Therefore, MEG measurements 
should be performed in isolated rooms to avoid being affected 
by ambient magnetic fields. MEG has a very high temporal 
resolution and good spatial resolution with a wide frequency 
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range [12]. MEG is often combined with a magnetic resonance 
imaging (MRI) for an excellent structural perspective. MEG is 
used in scientific research aimed at determining the functions 
of specific brain regions, in clinical diagnostics, and as an 
examination during neurosurgical operations to localize 
pathological regions. Functional magnetic resonance imaging is 
a methodology used to observe the working human brain. fMRI 
measures the increase in blood flow and oxygenation of the 
active part of the brain [13]. fMRI measurements are a 
noninvasive technique that does not require the injection of 
contrast media or radioactive isotopes. Blood oxygenation level 
dependent response (BOLD) describes the dependence of 
magnetic resonance signal intensity on blood oxygenation level. 
The concept of fMRI is based on MRI examination and its 
extension with observation based on the properties of 
oxygenated and deoxygenated blood [14]. 

Positron emission tomography is an imaging technique that 
studies brain function in vivo and uses radiation emitted during 
positron annihilation [15]. In a PET scan, an isotope 
(radioisotope) containing a small amount of radioactive 
material is injected into the patient. These isotopes emit 
positively charged particles called positrons. Images are 
created using gamma rays emitted by the annihilation of 
positrons  [16]. It is used in oncology, neurology, and 
cardiology.  Near Infrared Spectroscopy is a noninvasive 
imaging technique that uses near-infrared light's absorption 
and reflection properties between 700 and 2500 nm passing 
through tissues. It measures physiological parameters such as 
tissue oxygen content and blood flow [11]. NIRS devices emit 
light with an LED or laser light source placed on the skin 
surface. Detectors detect the differences in light absorbed from 
the tissue. NIRS is used to study brain function, neurological 
disorders, and brain activity. 

EEG is the most frequently used technique among the systems 
used to measure brain activity [17]. Because EEG-based BCIs 
are noninvasive and the devices used are portable and 
affordable, researchers have conducted extensive studies on 
them. Signals containing information about brain activity are 
recorded by measuring through electrodes placed on the scalp. 
EEG signals are non-stationary signals with a low signal-to-
noise ratio [18]. EEG signals contain different sub-bands. 
Potentials are distinguished by separating signals of different 
frequencies and amplitudes that occur according to the 
functions of different brain lobes. Neuron activities in each 
different region of the brain create waves at specific 
frequencies. These waves are generally classified into four main 
categories: alpha, beta, theta, and delta [19]. Oscillatory EEG 
activity refers to these rhythmic electrical fluctuations that 
occur in different frequency ranges [20]. Alpha waves have a 
frequency between 8-12 Hz and are commonly seen at rest and 
with closed eyes. It is considered a transition period between 
wakefulness and relaxation. Beta waves are between 12-30 Hz. 
They are concentrated during wakefulness and conscious 
activity [21]. Mental activity, focus, and attention are associated 
with an increase in this wave range. Theta waves are between 
4-7 Hz and are associated with deep relaxation, light sleep, 
creative thinking, and imagination. Delta waves are between 
0.5-4 Hz and are dominant during deep sleep. It is also 
associated with some conditions, such as loss of mental 
function [22]. 

Various EEG paradigms examined in the literature are given in 
Figure 1. Event-related potentials are EEGs recorded by 
measuring the electrical response occurring in the cortex to 

emotional, sensory, or cognitive events [23]. They are produced 
in response to peripheral or external stimuli. These are brain 
activities observed due to visual, auditory, and somatosensory 
(sensory such as touch, pressure, pain) stimuli. They can also 
be observed after the expectation of conditioned stimulation or 
before voluntary movements.  

Figure 1. EEG responses used in BCI studies [24]. 

Slow Cortical Potentials (SCPs) and neuronal potentials are 
spontaneous signals [25]. These signals occur without any 
external stimulus affecting the user. SCPs are components of 
the EEG signal below 1 Hz. Steady state visual evoked potentials 
(SSVEP) signals are brain signals produced by visually 
stimulating the person with a periodically produced vibrating 
image [26]. SSVEP are steady-state evoked potentials that are 
synchronized to both the frequency and phase of the external 
stimulus as a result of periodic stimuli [27]. This signal is the 
result of visual stimulation and has a high signal to noise ratio. 

Steady-state somatosensory evoked potentials (SSSEPs) is an 
EEG paradigm in which brain waves are continuously 
stimulated at a specific frequency. This method examines brain 
waves that occur in response to stimuli in the somatosensory 
system [28]. SSSEPs use a stimulus that is evoked at a fixed 
frequency instead of evoked potentials that usually occur in 
response to visual, auditory, or somatosensory stimuli. 
Therefore, brain waves are also expected to oscillate at a 
constant frequency. Motor imagery refers to a person mentally 
performing a movement [29]. The person imaginatively 
visualizes performing the movement by visualizing that 
movement in his mind, without making an actual physical 
movement. Motor imagery is when a person without a limb 
creates an EEG signal by imagining moving their limb. 

 Auditory evoked potentials (AEPs) refer to the electrical 
responses that occur in the brain when a sound stimulus is 
presented to a person's auditory system (usually through 
headphones) [30]. This review focuses on studies using AEPs. 

2 Auditory evoked potential 

After external sounds stimulate auditory receptors, the central 
nervous system produces AEP. The AEP signal consists of 
repeatable positive or negative peaks, latency, amplitude, and 
behavioral correlation, and their amplitudes are more 
diminutive than EEG signals. Transient and steady-state 
responses are the two classifications of AEPs [31]. Figure 2 
shows the classification of transient responses based on their 
latency (time between stimulus onset and AEP) and amplitude 
into fast, middle, and late. Fast responses, named with Roman 
numerals as shown in Figure 2, occur 1-10 ms after the 
stimulus. Responses that occur between 10-50 ms are 
considered middle responses. Late responses occur 50-500 ms 
after the stimulus. The letter and the second in which it occurs 
are used to name these responses. P is used to indicate the 
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positive wave, and N is used to indicate the negative wave. P300 
(or P3) represents the positive wave occurring after 300 ms. 
Their phase and amplitude characterize steady-state 
responses. The steady-state response evoked by stimuli 
delivered at rates close to 40/second is called 40 Hz auditory 
steady-state response (40 Hz ASSR) [32].   

 

Figure 2. Classification of Transient Auditory Evoked 
Potentials by Latency and Amplitude [33]. 

The auditory BCI studies can be classified under the following 
headings, 

 Auditory speller [34], [35], [36], [37], 

 Auditory attention selectivity [38], [39], [40], 

 Discrimination of auditory stimuli [41], [42], 

 Emotional studies [43], [44], 

 Detecting sound direction and source [45], [46], [47], 
[48], [49], [50], 

 Device control and communication [51], [52], [53], 
[54] 

Auditory spellers enable letters in the form of a matrix placed 
on a screen to be selected using auditory stimuli [55]. It is 
preferred for motor-disabled individuals who are disturbed by 
visual stimuli and have poor eyesight to communicate. Auditory 
attention selectivity deals with correctly selecting the target 
sound among different auditory stimuli [56]. Discrimination of 
auditory stimuli is determined by accurately distinguishing 
auditory stimuli in various styles and frequencies [57]. These 
studies are essential for analyzing the hearing mechanism and 
selecting different sounds used in autonomous systems. 
Emotional research examines the changes in people's emotions 
and states with auditory stimuli [43]. The mental states of 
individuals are investigated. Determining the target and 
direction of the sound source deals with the working 
mechanism of auditory processes and detecting the direction 
and source of sound [58]. Device control and communication 
aims to develop various communication tools and device 
control systems so that individuals with motor disabilities can 
be included in social life. 

3 Auditory evoked BCI processing steps 

BCI studies are conducted by presenting humans with one or 
more auditory, visual, and tactile stimuli, examining brain 
responses, and recording potentials. The basic steps of BCI 
studies consist of interface design, EEG signal recording, signal 
processing, classification, signal translation, BCI 
implementation, and evaluation, as shown in Figure 3. Auditory 

stimuli can be presented to individuals through headphones, 
speakers, or loudspeakers. Stimuli can be of different types: 

Figure 3. Flow chart of the auditory BCI. 
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short stories, virtual sounds at various frequencies, natural 
sounds, and loudspeakers. The stimuli are commonly presented 
to the subjects in a method known as the "Oddball Paradigm." 
The stimulus presented to the subjects consists of standard 
stimuli and a different stimulus that is not expected among 
these stimuli. This stimulus presentation method is called the 
Oddball paradigm [59]. In studies with evoked potentials, a 
certain period of time must elapse after the stimulus is 
presented for the potential to develop and the stimulus to be 
distinguished. The time between two consecutive stimuli is 
called inter-stimulus interval (ISI) [60]. The ISI measures the 
time from one stimulus's presentation to the next stimulus's 
presentation. ISI is widely applied in psychology, neuroscience, 
and perception research.  

3.1 Interface Design 

BCI systems consist of two essential parts: software and 
hardware. The hardware consists of EEG recorders, EEG caps, 
electrodes, and other hardware required for signal 
transmission. The systems developed for this purpose, which 
we mentioned in the introduction section, are suitable for 
experimental and professional use. In BCI studies, an interface 
is designed using different platforms. BCI interfaces can be 
developed using Python, MATLAB, C/C++, and C# software 
programs. In BCI studies, interfaces are designed according to 
the study's primary purpose. In visual stimulus-based BCI 
studies, visual stimuli are presented through the interface to 
increase the focus and help people fulfill the target task through 
the screen to be used. In auditory BCI studies, the interface 
presents and controls auditory stimuli. In addition, interfaces 
can include steps such as initiating the experimental procedure, 
establishing a connection with the recording device for EEG 
recording, and terminating the experimental procedure 
according to the designers' wishes. Researchers and scientists 
can design new interfaces using programming languages, but 
this is impossible for people without sufficient programming 
knowledge. Software for BCI studies is sometimes developed by 
the same companies that developed the hardware used and are 
also produced as software products for commercial purposes. 
Some software is made available on free platforms that are 
accessible to researchers and end-users without any 
commercial interest. Most of this software is available as open 
source. BCI2000, OpenViBE, TOBI Common Implementation 
Platform (CIP), BCILAB, MetaBCI, and BCI++ are examples of 
such software [61].  

MetaBCI is an open-source BCI software written in Python that 
facilitates the development of a BCI system. With Meta BCI, 
stimulus presentation (Brainstim), data upload and processing 
(Brainda), and online information flow (Brainflow) can be 
performed [62]. The Brainstim section contains the main 
screen and it is through this section that the stimulus is 
presented to the subjects. In the Brainflow section, 
communication with the EEG recorder and online prediction 
steps are performed. With the Brainda section, signal 
processing steps such as data loading, signal preprocessing, and 
feature extraction can be performed. BCI2000 is a free software 
package for non-commercial use [63]. BCI2000 is often used for 
data access, incentive donation, and brain monitoring. It has 
been in development since 2000 as part of a research and 
development project and was first used In 2001. It supports 
various data access systems, brain signaling, and 
study/feedback paradigms. During operation, BCI2000 stores 
data in a standard format (BCI2000 native or GDF) with all valid 
event tags and information about the system configuration. 

BCI2000 consists of four modules: operator, source, signal 
processing, and application. The operator module defines the 
initialization and configuration. The signal processing module 
performs feature extraction and feature translation of EEG 
signals. The application module uses the signals translated into 
control signals to run an application. 

OpenViBE is a free and open-source platform for designing and 
tuning BCI systems. OpenViBE allows connecting to real and 
virtual environments [64]. BCILAB and EEGLAB are open-
source MATLAB-based toolboxes that help design BCIs. BCILAB 
includes a graphical user interface (GUI) and a scripting 
interface [65]. The graphical user interface of BCILAB consists 
of panels, figures for model visualization, model configuration 
dialog, evaluation setup dialog, and script editor. EEGLAB is a 
MATLAB toolbox that can process EEG, MEG, and other 
electrophysiological data. It allows to perform preprocessing 
and feature extraction analyses such as noise removal, epoch 
adjustment, time-frequency analysis, and independent 
component analysis (ICA) [66].  

In the BCI design phase, the platforms listed above provide the 
environment for creating the interface and performing pre-
processing steps. However, these platforms can limit 
researchers' ability to develop a unique new design. Using these 
programs with visual support for auditory BCI designs may 
be useful. Researchers who want to create the whole design as 
a new study-specific interface can use GUIs and toolboxes to 
realize their designs. 

3.2 EEG Signal Recording 

Various devices record EEG signals from humans: Brain 
Product products, BioSemi Active products, Emotiv EPOC 
headsets, NeuroSky Body, Neuroscan and Mind [67]. These 
products have been developed to facilitate the recording of EEG 
signals according to the 10-20 pattern. As shown in Figure 4, 
some electrode placement patterns are like a silicone mesh, 
while others are in the form of a cap that is put on the head. EEG 
caps are produced in different sizes to be fully compatible with 
people's heads. Auditory stimuli generate AEP in the occipital, 
temporal, and parietal lobes of the brain due to auditory stimuli 
[68]. For this reason, the electrodes used can be placed in 
different numbers in these head regions. Several electrodes 
were used in the studies, ranging from 1 to 256 [23], [55], [69]. 

 

Figure 4. Examples of EEG Caps from Neuroscan [70] and 
Brain Product [71]. Sourced from Their Official Websites. 

The electrodes record EEG signals according to the 
internationally accepted standard 10-20 electrode layout 
shown in Figure 5. In the layout, letters represent the brain lobe 
where the electrode is located. Odd numbers indicate the left 
side, and even numbers indicate the right side. The letter z 
represents the center. EEG recording can be performed using 
several channels ranging from 1-256. Electrodes are placed on 
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the scalp for EEG measurement. A gel is applied between the 
scalp and the electrode to increase conductivity and reduce 
noise while taking measurements from the scalp. The obtained 
EEG signals are transferred to computers, and BCI studies are 
performed.  

 

Figure 5. EEG electrode placement according to the 10-20 
system [72]. 

3.3 Signal Processing ( Preprocessing, Feature 
Extraction, and Translation) 

The signal processing phase for BCI studies consists of two 
primary stages: feature extraction and translation [73]. Signal 
processing is an essential and necessary step for BCI studies to 
take the signals generated from the brain and convert them into 
output commands. For the received signals to be recorded and 
displayed on the computer, the signals must go through a series 
of processes. Before extracting features from signals and 
transforming them, steps called pre-processing must be 
performed [74]. In the preprocessing stage, sampling, 
amplification, and segmentation processes are applied [75]. 
These operations aim to make the raw data suitable for 
analysis. Sampling is the process of converting the analog EEG 
signal into a digital format [76]. The analog signal is sampled at 
certain intervals, and each sampling point is transformed into a 
digital value representing the magnitude of the current signal. 
The sampling frequency determines the quality of the digital 
representation of the signal. A higher sampling frequency 
provides a more accurate digital representation. Amplification 
is a process that increases the power of the signal [77]. Since 
the signal is usually measured in a way that is sensitive to noise 
and EEG signals are low amplitude signals, amplification is 
necessary to increase the signal-to-attenuation ratio. 
Segmentation means dividing or separating a long signal into 
parts based on specific criteria [78]. This process allows the 
division of EEG data into more manageable parts for analysis. 
These segments can be of different lengths, ranging from ms to 
minutes. Further, the signals are filtered using a band-pass 
filter and a 50/60 Hz Notch filter to clean the signals from 
ambient and network-related noise [79]. 

To classify the signals using machine learning and statistical 
methods, the features of the signal need to be determined. 
Spectral transform methods, statistical techniques, and filters 
are used for feature detection [80]. The features given in Table 
1 can be defined for EEG signals. During the signal processing 
stage, researchers examine both the time and frequency 
domain properties of signals. Short-time Fourier transform and 
wavelet transform are commonly used methods for time-
frequency analysis of EEG signals [81]. 

During the signal translation stage, the selected features are 
converted into commands in accordance with the purpose of 
the designed BBA [82]. For this purpose, signal translation is 
performed for BCIs designed with auditory stimuli to be applied 
in areas such as word spelling, wheelchair control, and home 
device control. 

Table 1. Characteristics of the EEG Signal obtained in different 
domains. 

Features of EEG Signal 

Time 
Domain 

 

RMS, Peak to Peak, Auto Correlation, Integral 
of Absolute Value, Zero Crossing and 
Amplitude distance, Histogram, Collision, 
Kurtosis, etc. 

Frequency 
Domain 

Fast Fourier Transform, Discrete Fourier 
Transform, etc. 

Time-
Frequency 
Domain 

Short-time Fourier Transform, Morlet, 
Wavelet Transform, Wavelet Packet 
Decomposition, Wavelet Filter Bank etc. 

Statistical 
Features 

Averages, Standard Deviation, General 
characteristics, Minimum or Maximum Value, 
Normal Distribution, etc. 

3.4 Classification 

After the features are identified, a classification algorithm is 
used to assign brain signals to specific classes. These 
algorithms perform the classification process by analyzing the 
characteristics of brain signals and the probability of belonging 
to a particular class. Statistical methods, machine learning, and 
deep learning studies are used to classify BCI studies [18]. 
Machine learning is a subdivision of artificial intelligence that 
acquires knowledge from data and employs this information to 
make informed decisions [83]. Essentially, machine learning 
algorithms analyze data sets to execute a task, identify patterns, 
and make predictions by acquiring knowledge from said 
patterns. Machine learning works on models developed 
through experimentation and repetition [84]. Machine 
learning is generally divided into three main categories: 
supervised, unsupervised, and reinforcement learning [85]. 
Machine learning algorithms such as Support Vector Machines 
(SVM), K-Nearest Neighbors (KNN), Decision Trees (DT), and 
Random Forest (RF) are used as supervised learning 
algorithms in BCI studies [86]. Deep learning is a subband of 
artificial intelligence that uses multilayer neural networks[87]. 
These networks have many layers and numerous neurons in 
each layer. Deep learning performs high-level feature 
extraction on large and complex data sets. Unlike previous 
machine learning methods, deep learning provides feature 
extraction and learning capability within itself [88]. It can 
automatically recognize and classify complex patterns in data 
sets. Convolutional Neural Networks (CNN), Long Short Term 
Memory (LSTM), Multi-Layer Perceptron (MLP), and Recurrent 
Neural Networks (RNN) are deep learning algorithms used in 
BCI studies [89]. CNN is a multilayer neural network or deep 
learning architecture [90]. CNN is suitable for different areas of 
computer vision, natural language processing, and biomedical 
studies. Deep learning is often effective in image recognition, 
natural language processing, speech recognition, and other 
complex tasks. Deep learning works on big data and computing 
power, and training processes often take a long time. However, 
it can deliver highly effective and powerful results when 



 

6 
 

structured correctly. Deep learning methods such as CNN, 
widely used in image recognition, can be used to detect P300 
from scalogram images in BCI tasks involving images [91]. Deep 
learning methods allow data from brain signals to be converted 
into images and processed. Khondoker et al. [92] employed 
deep learning to classify EEG signals that were transformed 
into scalogram images using continuous wavelet transform. 
The study highlighted the effectiveness of convolutional neural 
networks in classifying P300 signals from EEG data. 

3.5 Evaluation 

Performance metrics such as accuracy, sensitivity, specificity, 
ROC curve, and information transfer rate (ITR) are used to 
evaluate BCI's operating performance. Accuracy and ITR are 
considered two essential criteria for evaluation. Actual and 
predicted values obtained from the confusion matrix and 
accuracy, recall, precision, and F1-score values are calculated 
as given in Table 2. In addition, drawing a ROC chart and 
calculating the area under the curve is also used to evaluate the 
classification results using machine and deep learning. 

Table 2. Formulas of performance metrics [93]. TP: a situation 
that is positive and the model considers positive. FP: the state that is 
actually positive, but the model considers negative. FN: situations that 
are actually negative but the model sees as positive. TN: situations that 
are actually negative and the model views negatively [94]. 

 

 
 

CONFUSION 
MATRIX 

Predicted 

1 0 

Actual 
1 TP FN 

0 FP TN 

Performance Metrics 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 

TP + TN

TP + TN + FP + FN
 

𝐑𝐞𝐜𝐚𝐥𝐥 

TP

TP + FN
 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧  

TP

TP + FP
 

𝐅𝟏 − 𝐒𝐜𝐨𝐫𝐞   

2 ∗ TP

2 ∗ TP + FP +  FN
 

ITR, widely used to evaluate BCI performance, indicates the 
amount of information transmitted from the brain to external 
devices by BCIs over a certain period and is calculated as given 
in (1) and (2). For this purpose, BCI researches have focused on 
increasing ITR by increasing accuracy, increasing the number 
of target classes, and reducing processing time [76]. 

ITR = R ∗
60

T
 (1) 

R = log2N + P ∗ log2P + (1 − P) ∗ log2 (
1 − P

N − 1
) (2) 

Where R is bits/election and ITR is bits/minute. N is the 
number of classes, and P is the classifier accuracy. 

4 Studies of Auditory BCI 

In this section of the study, studies using auditory evoked 
potentials are summarized. Table 3 provides information about 
the systems, feature extraction methods, programs, and 
classification algorithms used for EEG recording in BCI studies. 

In the study given in the table, Wang et al. [47] developed a BCI 
to detect a sound target in a noisy environment. They used a 
Neuroscan EEG cap to perform their study using ERP obtained 
from 64-channel EEG signals.  Using Python and Matlab, they 
used Short-Time Fourier Transform as the feature extraction 
method and SVM as the classification algorithm.  Borirakarawin 
and Punsawad [68] designed an ERP-based BCI to improve 
communication in visual-impaired individuals. Using 8-channel 
EEG, they recorded the signals and analyzed them using 
MATLAB program. They used 12 healthy individuals in the 
study. They used letter and number sounds from loudspeakers 
as auditory stimuli and investigated the detection of the target 
sound. They examined the effect of using single and multiple 
speakers for auditory stimuli. In the study, vowel letter stimuli 
showed higher accuracy than two-digit stimuli. In addition, an 
accuracy higher than 85% of the average accuracy was 
obtained when multiple speakers were used. 

Guo et al. [95] designed a BCI with three auditory stimuli and 
classified it with a support vector machine. Yes/no binary 
classification was performed using the oddball paradigm in the 
study. EEG recordings were taken from 10 people, and the 
study was conducted using N200 signals. They investigated the 
effect of tone frequency on the discrimination of auditory 
stimuli and found a classification accuracy of 87.41 and an ITR 
of 6.48 bits/min. Kimura et al. [96] designed a BCI to develop 
an automatic voice control system. Their study used an 
auditory oddball paradigm by performing two different 
experiments. In the first experiment, ten subjects without 
hearing problems were exposed to two sounds at various levels, 
60 dB and 70 dB, and were asked to pay attention to the louder 
sound. They analyzed the P300 potential from the EEG signals 
recorded with a 64-channel EEG recorder. As a result of the 
classification using support vector machines, they achieved 
90% accuracy in the first experiment. The second experiment 
used an auditory stimulus at 50 dB as the target sound and 70 
dB as the non-target sound. As a result of the study, they 
achieved a 76% success rate. As a result of the study, it was 
observed that the higher sound level showed higher success 
than the lower sound level. 

Ogino et al. [97] used two open-access datasets and four 
different machine learning algorithms combined with semi-
supervised learning to compare the performance of auditory 
ERP-based speller BCIs with machine learning algorithms. The 
best performances were 96.16% accuracy and 7.15 bit/min 
ITR. Borirakarawin and Punsawad [98] suggested a hybrid BCI 
system combining auditory stimulus and speech imagery 
paradigms in real time to control EEG devices. The study 
reported an average accuracy rate of 83.3%. Considering the 
publications in this review, the performance metrics of studies 
conducted with only auditory stimuli are lower than those of 
hybrid stimuli. Christodoulides et al. [36] conducted a study 
using auditory, visual, and hybrid stimuli to classify dyslexic 
and non-dyslexic university students. They recorded EEG 
signals using the Emotiv EPOC+ device and headset. They used 
MATLAB for feature extraction and classification. They used 
FFT transform, energy, and Shannon entropy for feature 
extraction. They used the Random Forest algorithm, a machine 
learning algorithm for the classification algorithm. As a result 
of the study, they achieved over 95% accuracy for three 
different conditions. The hybrid stimulus case performed best 
in the right and left hemispheres. 
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When the publications given in Table 3 are examined, it is seen 
that different types of devices ranging from 2-128 channels can 
be used to record EEG signals. Although EEG containers can 
have different features, the ones with forms suitable for 10-20 
electrode placement are preferred. The caps are placed in a 
mesh or silicone structure to facilitate the placement of the 
electrodes on the scalp.  

 

The electrodes used are usually Ag/AgCl [99]. The containers 
used can be produced in different sizes to be compatible with 
the head structure of the individuals. The use of EEG devices 
and channels presented in Table 3 directly affects the accuracy 
rates. Significantly, 64-channel EEG systems increase 
classification accuracy by increasing the signal's sensitivity. 

In the classification of EEG signals, studies are carried out using 
different programs and algorithms. Machine learning 
algorithms such as SVM are among the frequently preferred 
algorithms.  In addition to these algorithms, ANOVA is another 
preferred method in BCI studies as given in the Table 3. 

 

 

 

Table 4 summarizes BCI studies with auditory stimuli 
conducted in different fields. These studies were investigated 
in two areas: BCI studies using only auditory stimuli and hybrid 
BCI studies. The studies in the literature were evaluated in 
terms of the stimulus used, the method used, and the findings 
obtained. Proverbio et al. [23] used ERP signals to investigate 
the psychophysiological markers of imagery processes. In the 
study with 30 healthy participants, visual and auditory stimuli 

Table 3.   Overview of EEG Recording Systems, Methodologies, and Software Programs Used in BCI Studies. 

 

Author EEG Recording Device Software and  
Stimulus 
transmitted 

Feature Extraction 
Method 

Program Classification Algorithm 

[47] Neuroscan EEG cap Neuroscan 
acquisition device 
via PsychoPy 

Short-Time Fourier 
Transform 

MATLAB Support Vector 
Machine(SVM) 

[68] OpenBCI with 

an eight-channel EEG 
amplifier 

OpenBCI Stepwise linear 
discriminant 
analysis (SWLDA) 

MATLAB,  
EEGLAB 
toolbox 

Linear regression 

[95] Compumedics 
Neuroscan, USA 

SynAmps Empirical Mode 
Decomposition 
(EMD) 

- SVM,  paired t-test 

[96] ActiveTwo; Biosemi, 
Amsterdam, 
Netherlands) 

- averaged the time-
series 

Matlab, Python 
and MNE-
Python 

SVM, Wilcoxon signed-rank 
test 

[97] Brain Products 
amplifier (Brain 
Products Co., Munich, 
Germany) and Fast’n 
Easy Cap (Easy- Cap 
GmbH, Inning, 
Germany) 

- baseline correcting 
and flattening for 
the temporal 
features 

MATLAB step-wise LDA (SWLDA), 
spatial-temporal 
discriminant analysis 
(STDA), Semi-supervised 
learning (SSL), least squares 
SVM (LS-SVM), SEMI-
SUPERVISED LS-SVM, two-
way analysis of variance 
(ANOVA) 

[98] Cyton board and EEG 
cap 

Cyton board from 
OpenBCI Company,  
digital sound level 
meter (TETSL01) 

power spectral 
density (PSD) 

Python,  
BrainFlow  

Proposed algorithm  

[23] EEProbe recording 
software (ANT, 
Enschede, The 
Netherlands) 

Eevoke Software 
for audiovisual 
presentation 

ANOVA/ statistical 
analysis 

ANOVA ANOVA 

[36] Emotiv EPOC + - FFT 
transformation, 
Energy, and 
Shannon entropy 

MATLAB and 
EEGLAB 
toolbox 

Random Forest 
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representing ten different semantic categories were presented. 
In three categories, 40 speech items, 40 music items, and 40 
emotional vocalization items were used as auditory stimuli. In 
the absence of sensory stimulation, unprecedented 
electrophysiological signs of imagination were recorded. Peaks 
were recorded from the scalp during infants' imagination of 
human faces, animals, music, speech, emotional vocalizations, 
and sensory (visual and auditory) modalities. Using ANOVA, the 
results showed that the category-dependent modulation of 
ERPs during imagery was longer delayed and more anterior 
than in the perceptual condition. These results suggest that ERP 
markers may be helpful for BCI systems to be developed for 
patients affected by disorders of consciousness or for locked 
patients such as SLA. Halder et al. [100] conducted their study 
using EEG and fMRI data for auditory BCI studies. Using a 16-
channel EEG device, they studied from the EEG signal they 
recorded. In their study, they designed an auditory speller 
using five different animal sounds. They used the t-test for 
signal analysis. They conducted their study in three phases and 
found that the average online accuracy was 60% in session t2, 
73% in session t3, and 65% in session t4. In their brain region 
imaging study based on the relationship between motor 
imagery and auditory BCI, it was observed that there was an 
activation overlap between the active brain regions. 

Wang et al. [47] proposed a BCI for audio target detection. The 
sounds of three different unmanned aerial vehicles were used 
as target sounds. They presented the recorded sounds to the 
subjects using in-ear headphones. In the experiment with 8 
participants, they recorded the signals using a 64-channel EEG 
device. Through PsychoPy, a Python library, the target sound 
moment was transmitted to the Neuroscan recorder via parallel 
communication. They analyzed the ERP and ERSP signals using 
SVM and found that the target detection rate was 84.84%, and 
the detection time was 0.7758 s. 

The research conducted by Sun et al. [101] focused on target 
sound selection and involved the development of an auditory 
BCI that utilized short stories as stimuli. They obtained P300 
and N200 potentials by counting how often the target word was 
repeated in short stories. They received 78.96% accuracy in 
their study. Choi et al. [52] used P300-based BCI to control 
visual stimuli, natural sound and artificial auditory stimuli, and 
an electric lamp in real-time. In conclusion, natural sounds led 
to higher online BCI performance and more significant 
differences in ERP amplitudes between targets and nontargets 
than artificial sounds. Visual stimuli performed better (77.56% 
on average) than their auditory counterparts (54.67 % on 
average). Markovinović et al. [34]  designed an auditory 
stimulus speller BCI and achieved an average spelling accuracy 
of 30% and ITR of 2.38 bit/min. A hybrid BCI, proposed by 
Barbosa et al. [102], utilizes both visual and auditory 
stimulation to detect the P300 signal in their study. The hybrid 
approach has a significantly higher average online accuracy of 
85.3% compared to the visual and audio techniques, which only 
achieve 53.3%. The highest visual stimulus had an ITR of 5.96 
bits per minute. Borirakarawin and Punsawad [98] suggested a 
hybrid BCI system combining auditory stimulus and speech 
imagery paradigms to control EEG devices in real-time. The 
study reported an average accuracy rate of 83.3%. Considering 
the publications in this review, the performance metrics of 

studies conducted with only auditory stimuli are lower than 
those of hybrid stimuli.  

With BCI design for device and object control, studies on 
television, air conditioners, and lamp control are carried out in 
home applications. Velasco-Álvarez et al. [54] designed a 
spelling BCI using P300 potential to control televisions, air 
conditioners, smart bulbs, smart sockets, and WhatsApp and 
Spotify applications with voice commands. They classified 
using stepwise linear discriminant analysis (SWLDA); the 
accuracy was 80.68%, and the ITR was 25.9 bits/min. Shivappa 
et al. [53] designed BCI with auditory stimulation to develop a 
home automation system based on ASSR. In the study, fans and 
bulbs were checked. For the smart bulb, four states were tested: 
on, off, 25% illumination, and 25% dimming, and the smart 
socket was tested for on and off states. In the smart bulb, the 
average system response time for on, off, bright, and dim states 
was 17, 20.4, 16, and 17.6 seconds, respectively, and the 
accuracy was 92%, 50%, 59%, and 67%, respectively. The 
average system response time for the smart plug was 31 and 22 
seconds for the on and off states, respectively, and 100% and 
92% accuracy was achieved, respectively.  Hybrid studies are 
being conducted to improve performance metrics in brain-
computer interfaces. A combined visual stimulus BCI was 
proposed by Edlinger et al. [51] to control a smart home 
environment, incorporating P300 and SSVEP. Their study 
yielded a remarkable 100% accuracy rate.  

Ogino et al. [103] proposed a portable auditory BCI system with 
two-channel (one reference) EEG signals recorded from the 
anterior frontal region. Their study used natural sounds 
consisting of five different animal sounds as auditory stimuli. 
They performed their study using ERP from the EEG signals 
recorded from a subject group consisting of one ALS patient and 
nine healthy individuals. In their study, they performed the 
experimental procedure with the oddball paradigm. They 
performed their studies in two steps, online and offline. They 
selected and classified features using SWLDA. In their two-class 
study as target and non-target, the average accuracy obtained 
from cross-validation in offline analysis was 70% and 80% in 
online analysis. The ITR value was 1.29 for offline analysis and 
1.16 for online analysis.  

Halder et al. [55] designed a speller with auditory stimuli. Their 
study used 5 subjects, and they used five different animal 
sounds as stimuli in their study. Using a 16-channel g.USBamp 
amplifier, they recorded EEG signals and analyzed them from 
the P300 potential. As a result of the classification they 
performed using SWLDA, they obtained 92% accuracy and 
found the ITR to be 5.78 Bit/min. Borirakarawin et al. [68] 
designed a BCI with ERP signals for target sound detection. As 
auditory stimuli, they played different auditory stimuli, 
including one and multiple speakers, to the subjects through 
loudspeakers. They used SWLDA for feature extraction and 
prediction. As a result of the study, they obtained an accuracy 
of 86% for single speakers and 87.2% for multiple speakers. 
Jijomon et al. [104] proposed a BBA to develop a person 
identification system by making people listen to familiar names. 
Their study with six subjects analyzed AEP signals recorded 
with a 64-channel EEG device. They performed classifications 
using the CNN algorithm and achieved 99% accuracy as a result 
of the study.  
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Table 4.   Detailed Summary of Auditory BCI Studies Including Stimuli, Methods, and Results. 

Author Year Subject Person Stimulus Repetition Time Signal Channel Acc ITR 

[55] 2016 Speller with 
auditory 
stimulus 

5 Five 
different 
animal 
sounds 

10 150 ms stimulus+287.5 
ms ISI. 2s pause between 
rows and columns, 12 s 
pause between letters 

P300 16 92% 5.78 

[34] 2022 Speller with 
auditory 
stimulus 

10 Letter 
sounds 

2 22 letter sounds at 1s 
intervals 

P300 16 89.5% 9.2 

[52] 2022 Lamp 
control 

30 Three 
types of 
Auditory 
stimuli 

6-8 Each stimulus is 275 ms. 
Four different voices for 
four missions. Three 
different stimulus types: 
animal, word, and beep. 
250ms wait. 30 blocks of 
training, 15 blocks of 
testing 

P300 31 54.67% 4.47 

[100] 2019 brain region 
imaging 
with motor 
imagery and 
auditory.  

8 Five 
different 
animal 
sounds 

10 Animal stimulation 
duration is 150 ms and  
inter-stimulus interval of 
287.5 ms. 6000 and 2000 
ms sn cue 

EEG 
and 
FMRI 

16 73% - 

[68] 2022 detection of 
the target 
sound.  

12 single and 
multiple 
speakers 

30 100 ms and 250 ms 
auditory stream stimulus 
and 300 ms ISI.  Each trial 
consists of four random 
stimulus sounds. 

ERP 8 85% - 

[95] 2015 discriminati
on of 
auditory 
stimuli 

10 Four 
different 
auditory 
stimuli: 
three 
pure 
tones at 
100 Hz, 
1000 Hz, 
4000 Hz, 
and white 
noise. 

20 Simple yes/no question. 
Each stimulus lasted 100 
ms and ISI 400-800 ms. 

N200 32 87.41% 6.48 

[96] 2024 automatic 
voice 
control 
system 

10 50 dB, 60 
dB, and 
70 dB 
sound 

20 100 ms auditory 
stimulus, 900 ms rest.  

P300 64 90% 1,46 

[23] 2023 investigate 
the 
psychophys
iological 
markers of 
imagery 
processes 

30 40 speech 
items, 40 
music 
items, 
and 40 
emotional 
vocalizati
on 

- 1500 ms stimulus, 500 
ms ISI. Auditory stimulus 
2000 ms perceptual and  
imagery condition. 
Inter+trial interval 900 
ms.  

ERP 128 - - 

[47] 2023 detection of 
the target 
sound 

8 unmanne
d aerial 
vehicles 
sound 

10 5 s preparation. 30 s wing 
noise and target sound.  

ERP 64 84.84% - 
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An et al. [105] designed a BCI using EEG signals to investigate 
the selective attention of music listeners to musical 
instruments. In the experiment with 9 participants, 
stimuli were presented to the subjects using an oddball 
paradigm. Three different musical instruments were 
played from three different directions: left, right, and center. 
Before the auditory stimulus, a visual cue was presented on a 

screen before the subjects. The features obtained by the 
auditory attention decoding (AAD) method were classified 
using a linear support vector machine. The study achieved 
71.23% accuracy and 1.01 bit/min ITR.  

The performance metrics presented in Table 4 show the overall 
success of auditory stimulus BCI systems. While studies based 
on P300 signals have shown high accuracy rates, researchers 

[101] 2023 Device 
control 

  

24 Six 
women, 
six men, 
12 short 
stories 

20 45-60 s story. Seven 
target words in each 
story. 5-8 s between each 
target word. 

P300 

N200 

32 78.96% 0.21 

[104] 2021 EEG-based 
biometric 
identificatio
n 

20 Name-
saying 
auditory 
stimulus 

4 Twenty-nine different 
names, 10 of which are 
tatak. 90 seconds for each 
trial 

AEP 64 99% - 

[102] 2016 word 
selection 

10 Word 
photo and 
sound  

15 450 ms stimulus, 100 ms 
pause for each word. 8 s 
wait between each trial 

P300 16 85.3% 5.92 

[98] 2023 Auditory 
stimulus 
attention 
test 

6 4400 Hz 
80 dB, 
three 
different 
female 
voices. 

10 432 ms stimulus + 500 
ms pause seven stimuli 
(1 target and six non-
targets) in each trial 

P300 8 74.4% - 

[105] 2021 Music 
attention 
selectivity 

9 Two 
types of 
music 

Three 
different 
musical 
instrume
nts 

28 1 s pause, then 8 s 
stimulus twice. 1. 
stimulus is standard, 2. 
stimulus is changing. 4 
pieces of each stimulus 

EEG 11 71.23% 1.01 

[103] 2019 Portable 
auditory 
BCI 

10 Five 
animal 
sounds 
(duck, 
singing 
bird, frog, 
seagull, 
and  
dove) 

30 150 ms sound and 150 
ms ISI 

ERP 2 70% 1,16 

[54] 2022 Device 
control with 
Speller  

15 Letter on 
a screen 
and 
sound. 
Voice 
command 
for 
control 
device 

12 192 ms stimulus, 32 ms 
ISI. One sequence 14 
stimulus. 

P300 8 80.68%,  25.9 

[53] 2018 Device 
control 

4 Voice 
command 
for the 
control of 
device 

3 37 Hz and 43 Hz  wireless 
stereo speakers. 30 s 
stimulus 

ASSR 8 92% 31 
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have noted that auditory stimulus systems can reach an 
accuracy of up to 90%. The reviewed studies reveal different 
degrees of success in BCI implementations using auditory 
stimuli. In general, auditory BCIs using only auditory stimuli 
show promising findings, but their performance metrics are 
generally lower compared to hybrid BCIs. Hybrid BCIs exhibit 
higher accuracy and reliability by combining auditory and 
visual stimuli. When looking at BCI studies using auditory 
stimuli only, [23] Investigated psychophysiological markers 
using ERP signals with 30 participants. The study used various 
auditory stimuli, such as speech, music, and emotional 
vocalizations. This study found unique electrophysiological 
markers during imagination processes and suggests potential 
BCI applications for patients with impaired consciousness. 
[100] Designed an auditory printer with animal sounds using 
EEG and fMRI and achieved varying accuracy rates (60-73%) in 
different sessions. Their study highlighted the overlap between 
motor imagery and auditory BCI active brain regions, indicating 
that complex interaction may be beneficial for designing more 
effective BCIs. [99]Achieved 84.84% detection rate using drone 
sounds for target sound detection. Analysis of ERP and ERSP 
signals with SVM demonstrated the effectiveness of specific 
auditory stimuli in improving BCI performance. [101] 
developed an auditory BCI that acquires P300 and N200 
potentials using short stories and achieved 78.96% accuracy. 
This approach demonstrated the usability of complex auditory 
stimuli for BCI target detection. [52] Designed a P300-based 
BCI to control devices using natural and artificial sounds and 
found that natural sounds provided higher performance 
(54.67%) than artificial sounds. Visual stimuli outperformed 
auditory stimuli, indicating areas for improvement in auditory 
BCI design. [34] designed an auditory printer with 30% 
accuracy and 2.38 bit/min ITR. This study highlights the 
challenges of accurate typing tasks using auditory stimuli. [98] 
They achieved 83.3% accuracy by combining auditory stimuli 
and speech images. This study showed that including multiple 
sensory modalities can improve BCI performance. 

In hybrid BCI studies, [102] detected P300 signals using visual 
and auditory stimuli and obtained an average accuracy rate of 
85.3%. This hybrid approach reveals that combining sensory 
modalities is helpful in improving BCI accuracy. [54] Developed 
a P300-based printer for home automation and achieved 
80.68% accuracy and 25.9 bit/min ITR. This study 
demonstrates the practical application of BCIs in smart home 
environments. [53] Designed an ASSR-based BCI for home 
automation and achieved high accuracy in controlling devices 
such as smart light bulbs and sockets. This work demonstrated 
the potential of BCIs to facilitate complex home automation 
tasks with high reliability. [51] Proposed a BCI combining P300 
and SSVEP and achieved 100% accuracy rate in smart home 
control. This study provides reliable results for using hybrid 
BCIs in practical applications.  

5 Conclusion 

This review examines the structure of auditory BCI systems and 
the studies conducted in this field. Auditory BCIs are important 
in facilitating communication and device control for individuals 
with visual and tactile sensory loss and those with motor 
impairments.  This review illuminates the various 
methodologies and technologies used to design and develop 
auditory BCIs by analyzing the studies and developed systems 
in the literature. EEG stands out in its non-invasive nature, ease 
of use, portability, and cost-effectiveness. In this study, we focus 
on BCI studies developed with EEG signals. In auditory BCI 

studies, ERPs and AEPs generated as a result of a response to 
an auditory stimulus are of critical importance. The properties 
and usage areas of these potentials are analyzed in this study. 
The general steps of BCI design, such as interface design, signal 
recording, signal processing, signal conversion, classification, 
and evaluation, are explained. While platforms such as 
BCI2000, MetaBCI, and OpenVIBE can be used as interface 
development tools, people with programming knowledge can 
also use software languages such as Python, MATLAB, and C++. 
Recently, machine learning and deep learning algorithms have 
been used to classify the signals, and their effects on the 
performance of the study have been examined. In addition, a 
comparison between hybrid BCI studies and auditory BCI 
studies is also made in this study. Although there have been 
studies with high accuracies in auditory BCIs, hybrid BCIs 
generally have higher accuracy rates. Achieving high 
information transfer rates without too many repetitions is an 
important point emphasized in the studies.  

Future studies in these areas will increase the effectiveness of 
auditory BCIs. It is important to continue studies in this field 
and to develop auditory BCI systems that reach end users for 
individuals who only have the ability to hear and can 
communicate with their environment in this way.  Future 
studies could focus on improving the effectiveness of hybrid 
BCI systems. In particular, further research could be conducted 
on the effect of combining visual and tactile stimuli with 
auditory stimuli. It is worth noting that hybrid systems show 
improved accuracy and speed in information transfer 
compared to auditory-only based systems. Further research is 
needed to examine the effect of auditory stimulus complexity 
on BCI performance. An example is the comparison between 
the cognitive processing required for complex auditory stimuli, 
such as short stories or natural sounds, and the processing 
required for simple tones or animal sounds and their impact on 
performance. Developing new methods for more precise 
recording and processing of EEG signals could improve the 
accuracy of auditory BCIs. In particular, comparing existing 
signal processing algorithms and evaluating their performance 
may be advantageous. 
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