
Dear Editor,  
Woebot: Would you like to share more about what's 
going on? 
User: I feel very strange. There is an indescribable 
sense of emptiness inside me. When I look at my 
friends and family, they seem empty too. As a 
result, we can't connect. There is nothing to hold on 
to. 
Woebot: I understand that you are feeling bad (1). 
Artificial intelligence (AI) is on the verge of trans-
forming healthcare significantly by leveraging large 
datasets to predict potential crises and intervene 
before they escalate (2). These advancements are 
shifting treatment processes from reactive to pre-
ventive approaches. While AI offers transformative 
opportunities that reshape mental health practices, 
it also raises ethical concerns, such as the degree to 
which human elements should be preserved and 
issues related to data privacy (2). 
In psychiatry, AI applications are redefining the 
concept of the therapeutic relationship, which has 
long been a cornerstone of successful mental health 
treatment (3). Research has shown that patients 
often reflect their emotional experiences onto AI 
systems in ways that resemble traditional transfe-
rence observed between patients and therapists (2, 
4). Users of AI therapy chatbots like Replika and 
Woebot frequently report feelings of emotional 

trust and attachment despite the absence of human 
contact. They also tend to share personal and sen-
sitive information as openly as they would with a 
professional therapist (2). Veterans diagnosed with 
post-traumatic stress disorder (PTSD) interacting 
with the virtual therapist Ellie noted that they felt 
as if they were speaking with a peer and found it 
easier to share their traumatic experiences due to 
AI’s nonjudgmental nature (4). 
AI’s nonjudgmental interaction style suggests the 
possibility of therapeutic collaboration-like dyna-
mics occurring in these interactions. Findings indi-
cate that users may project internalized object rela-
tions and self-representations, such as family roles 
and dynamics, onto AI systems. This new form of 
transference in AI-assisted therapy should be care-
fully examined, as it could lead to previously unex-
perienced psychological outcomes. Although the 
constant availability of AI therapy bots may offer 
quick coping strategies for users with depression or 
anxiety, such accessibility could inadvertently 
undermine the importance of professional guid-
ance and therapeutic boundaries, potentially fos-
tering dependence on AI (5). Furthermore, for 
individuals with personality disorders characterized 
by intense emotions and unstable interpersonal 
relationships, interactions with AI may reshape 
emotional responses based on past relational expe-
riences, complicating transference dynamics (6). 
For instance, a user who struggles to discuss certain 
issues due to internalized images of judgmental 
parents may initially feel relieved when interacting 
with a virtual therapist who does not judge. 
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However, over time, the same user may start beli-
ttling or disregarding the virtual therapist due to its 
perceived lack of judgment, comparing it to their 
overly critical parents. Another potential transfe-
rence scenario may arise when the chatbot sends 
regular check-ins, which could be interpreted as the 
therapist “remembering” and “caring” for the user. 
This perception might reinforce rescue fantasies 
(7). Although transference is usually associated 
with psychoanalytic psychotherapies, similar 
dynamics can also emerge in communications with 
chatbots designed within cognitive behavioral the-
rapy frameworks, such as Woebot and Tess (8). 
The remarkable performance of ChatGPT, deve-
loped by OpenAI and Microsoft, demonstrates that 
interactions with large language models are beco-
ming almost indistinguishable from human conver-
sations (1). While some scholars approach these AI 
capabilities cautiously, others argue that properly 
guided AI systems could demonstrate reasoning 
skills and theory of mind-like abilities to perceive 
and understand emotional states (9, 10). Exploring 
similarities and differences between AI-assisted 
applications and human interactions, particularly 
through the lens of transference, may enhance our 
understanding of the impacts and future potential 
of such technologies. 
At this stage, examining how transference emerges 
and takes shape in AI-assisted therapeutic applica-
tions is essential. What words, behaviors, or atti-
tudes during user interactions with chatbots trigger 
transference? Are there specific conversational 
patterns, questioning styles, or AI communication 
features that are more likely to induce transfe-
rence? These are critical questions that warrant 
further investigation. In psychotherapy, where 
there is transference, countertransference 
inevitably follows (7). Can AI systems be trained to 
recognize users’ transference behaviors and adopt 
a countertransference-like attitude in response? If 
so, would this "countertransference" correspond to 
the concept as traditionally understood? More 
importantly, what contribution could such innova-
tions make to virtual psychotherapeutic practices? 
Although there is no literature yet addressing 
countertransference in AI, these questions deserve 
thorough exploration to better understand AI's role 

and limitations in therapeutic processes. 
Nevertheless, developing AI technologies capable 
of identifying and managing transference remains 
challenging. Despite their growing functionality, 
current AI systems still lack the nuanced ability to 
fully comprehend and respond to the complex 
dynamics of psychological processes (2). 
Furthermore, AI is prone to generating hallucina-
tions—fabricated and incorrect responses indepen-
dent of user input—which could potentially inter-
fere with transference management (7, 11). For AI 
to effectively handle transference processes, it must 
be able to interpret subtle cues and emotional 
expressions in ways that resemble an experienced 
therapist's understanding (12). Achieving this 
requires advances in natural language processing 
and emotion recognition, as well as the integration 
of psychological theories into AI frameworks. 
Integrating transference into AI-assisted mental 
health tools also raises ethical concerns, such as the 
risk of exploiting users' tendencies to seek human 
connection and reflect emotions for commercial or 
unethical purposes (2). Moreover, as AI systems 
become more adept at eliciting and managing 
transference, boundaries between genuine thera-
peutic relationships and artificial interactions may 
blur, potentially leading to harmful attachments. To 
mitigate these risks, stringent ethical standards 
should be implemented, prioritizing personal data 
security, informed consent, transparency, and min-
imizing dependency on technology. 
Ultimately, transference in AI interactions repre-
sents a critical intersection between technology and 
psychiatry in mental health services. The design, 
programming, and implementation of AI-assisted 
therapeutic applications should involve close inter-
disciplinary collaboration among AI developers, 
psychologists, and psychiatrists (2). 
Finally, in the context of discussing transference in 
AI, the case of IBM’s Deep Blue might offer a new 
perspective. While Deep Blue did not comprehend 
that it was responding to each move when it defea-
ted chess champion Garry Kasparov in 1997, this 
did not negate the emotional impact on Kasparov. 
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Therefore, understanding the emerging dynamics 
of transference and countertransference with AI 
applications and their effects on patients and ther-
apists remains crucial. 
Future research should focus on developing AI sys-
tems capable of adapting to feedback from thera-
peutic interactions. Such efforts will not only clarify 
the limitations of AI compared to traditional psy-
chotherapy but also highlight what makes these 

applications novel and unique. 
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