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1. Introduction
Container shipping is one of the most important 
international shipping industry structures. Several 
products are transported with container shipping and 
annual reports demonstrate its growth every year in 
Turkey and globally [1]. The vessel capacity in container 
shipping routes is estimated to be approximately 253 
million tons per vessel and will increase by 1-2% with new 
vessel orders [1,2]. The container movements around the 
world were reported to be about 750 million Twenty-foot 
Equivalent Unit (TEU) as of 2019 [1,3]. Furthermore, the 
global container demand increased by 3.2% between 2012 
and 2018, 2.5% between 2012 and 2016, and 4.7% between 
2016 and 2019, exhibiting a positive differentiation 
compared to other shipping modes [1,3-5]. Having a similar 
development with the global market, the Turkish foreign 
trade comprised 86% of the Turkish market, in which 387 
million tons were shipped by sea routes in 2018. In these 

periods, the preference for container modes in the Turkish 
maritime freight and Turkish exports was about 20% and 
33%, respectively [6]. This high global container shipping 
volume could be attributed to important factors including 
the suitability of this mode for intermodal transport and 
its availability for port-to-port, door-to-door, and between 
different delivery points [7-10].
With the expansion of supply chains, the role of ports has 
gradually increased and port operations have become 
more complex. The fact that the ports are facing strong 
competition requires the improvement of services 
provided by port authorities and operators. The survival 
of these businesses in a globally competitive environment 
most importantly relies on the more effective utilization 
of business structures, understandings, and scientific-
based forecasting models. Therefore, rapid environmental 
changes should be followed continuously and carefully, and 
port management strategies should be developed according 
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to these changes. People tasked with making decisions in 
maritime transports have to make the best business choices 
and plans as quickly as possible. More importantly, these 
decisions need to be accurate to avoid heavy losses that 
are very difficult to reverse. The process of predicting the 
future of ports is also complex and several criteria must 
be considered. Therefore, before making investments and 
future plans, decision makers should be able to create these 
complex relationship networks with scientific estimation 
and modeling techniques to quickly obtain results and 
accurately predict the effects of the decisions made on the 
results [10-13].
Container shipping is reported to be an ideal, economical, 
and safe transportation mode for overseas, high-tonnage, 
and various types of cargo [14,15]. Furthermore, it is 
considered as an important investment tool for national 
economies through strategic partnerships in container 
trades, improvement of container shipping productivity, 
advantages of the economies of scale, and distribution of 
financial costs and risks [16-19]. However, there exists a race 
to increase the market share among national competitors. 
Thus, nations could make a difference in the container 
lines to enter in new markets, provide intermodal services, 
and develop value-added products and services. Countries 
compete for the highest share in container shipping to 
acquire a stronger strategic position in the foreign exchange 
and freight revenues. Initially, two countries compete in a 
region to increase their share in container shipping, which is 
the most active mode of maritime transportation. The ports 
of the regional competitors try to improve their positions 
in this race and achieve a more advantageous position. In 
Turkey, three main routes exist for container transportation: 
(1) the transatlantic (between Europe and Americas), (2) 
the transpacific (between Asia and Americas), and (3) 
the Eurasian line (between Europe and the Far East) [20]. 
Turkey is located on the Eurasian maritime line between 
the Far East and Europe and in the northern Transport 
Corridor Europe-Caucasus-Asia project because of its low 
miss distance [21], which is a very advantageous position. 
The development of a higher freight demand and increasing 
its contribution to the economies of scale would be possible 
with careful analysis of the dynamic processes [22]. Because of 
the fragile structure of the maritime industry where global 
risks always prevail, focusing on multidisciplinary studies 
and future estimates and models would reduce these risks. 
The global pandemic is an appropriate example of events 
that could adversely affect the delicate dynamics of the 
maritime trade. This study aims to develop realistic forecast 
models with a different approach based on the container 
volume handled in Turkish ports (based on total TEU) to 
provide an exemplary model for container shipping, which 

is an essential building block in the maritime industry, and 
to provide realistic estimates for the future. This study also 
aims to contribute to the management of Turkish ports in 
possible future dynamic processes for 2022. The availability 
of scientific data will increase the competitiveness of the 
Turkish maritime industry in the global container shipping 
market. The findings of the study will reveal the current 
status of the industry in this process. Similar to the current 
study, scientific estimates aim to overcome future risks 
based on national strategic plans and future visions. Thus, 
the present study aims to determine the freight demand 
estimates based on the TEU-based monthly number of 
containers handled in Turkish ports by comparing the 
prediction accuracy and reliability of artificial neural 
network (ANN) models with various algorithms using the 
“exponential smoothing” and “Box-Jenkins” time series 
methods. Consequently, certain recommendations are 
presented.

2. Methodology
The present study aims to construct a hybrid prediction 
model with ANNs, exponential smoothing, and Box-Jenkins 
methods. The methodological methods are presented below.

2.1. Artificial Neural Networks
In literature, ANNs are described as computing systems 
that could provide solutions for statistical, mathematical, 
decision-making, risk management, and philosophical 
problems to accomplish a task or a goal through a 
combination of numerous neurons based on certain rules 
[23,24]. In general, ANNs produce new information based 
on previously learned or coded information and data by 
imitating the human nervous system [25,26]. ANNs are 
frequently employed in software in several fields such as 
prediction models, robotic applications, signal processing, 
energy efficiency, and nonlinear control [27-30].
There are three inputs in an ANN algorithm, i.e., the neuron 
(called the artificial neural cell), connections, and learning 
diagram. The artificial neural cell is the main element of 
the ANN algorithm [27]. Neurons in the ANN algorithm 
receive one or more inputs based on the inputs that affect 
the problem and provide an expected number of outputs 
based on what the problem requires. The ANN algorithm is 
developed by connecting the artificial nerve cells. In ANN 
algorithms, a cluster of neurons in the same direction forms 
the layers [23,29]. Figure 1 shows an ANN algorithm model.

2.2. Exponential Smoothing Method
In contrast to the simple moving averages (MAs) method 
where the historical data have equal weights, the exponential 
smoothing method can be described as a collection of 
methods similar to the simple MAs method. However, 
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the simple MAs method assigns different weights to the 
historical data compared with the exponential smoothing 
method [31,32]. This means that the weights assigned as 
exponential terms decrease exponentially as the existing 
inputs get older. In the exponential smoothing method, the 
historical data, which are generally used for prediction, are 
assigned higher weights when they are relatively recent and 
the assigned weight decreases as the data get older [33,34].
In this method, determining the smoothing coefficients ​​
that would provide the lowest mean squared error for the 
algorithm is a very important step. In general, the method 
includes a combination of different techniques based on the 
characteristics [32,33,35]. These methods include the single 
(simple) exponential smoothing method, Brown’s single 
parameter linear exponential smoothing method, Holt’s 
double parameter linear exponential smoothing method, 
and Winters’ seasonal exponential smoothing method. In 
the literature, the Winters’ seasonal exponential smoothing 
method is preferred in the prediction of the inputs that are 
under the influence of trends and seasonal variations. This 
method includes four equations to smooth the three inputs 
for each algorithm, namely the data dependent on trends, 
random, and seasonal variations [36,37]. These 4 equations 
are given below:

	                        
(1)

	                     
(2)

	                     
(3)

	                     
(4)

Where “R” is the number of seasons in a year, “Kp” is the 
general level of the current series in period “p”, “bp” is the 
trend input, “Rp” is the seasonal component, and “Rp+a” is 

the forecast for future period “a”. “Q”, “ß”, and “ƴ” are the 
Winters’ method’s smoothing constants; “Q” is the average 
smoothing constant in the model, “ß” is the trend smoothing 
constant, and “ƴ” is the seasonal smoothing constant.

2.3. Box-Jenkins Method
The Box-Jenkins algorithm is generally known as a hybrid 
of the “autoregressive (AR)” and “MA” methods, and it is 
widely applied in various fields. The main objective of 
the Box-Jenkins technique is to develop a linear model 
with the most ideal and lowest number of data in the 
time series [38]. One of the most important advantages 
of this method is its ability to provide an ideal solution 
without focusing on whether the series is static or whether 
there are seasonal effects [33,39]. These models, which 
constitute the main structure of the Box-Jenkins method, 
include the non-seasonal and seasonal models. Thus, Box-
Jenkins technique is also called AR integrated MA method 
(ARIMA) in the literature [37]. The non-seasonal Box-
Jenkins models are generally described as ARIMA (p,d,q)  
(P,D,Q)s, where “P” refers to the degree of the seasonal 
AR (SAR) model, “D” is the number of seasonal variance 
operations, “Q” is the degree of the seasonal MA (SMA) 
model, and “S” is the seasonal period. In the seasonal 
ARIMA algorithm in (P,D,Q) degrees, the backward shift 
operator is expressed as given in Equation 5 is below.

,	                        
(5)

where “ΔL” denotes the seasonal difference operator and “L” 
denotes the seasonal periods, which is given a value of “12” 
for a monthly data. “ΔM” denotes that the seasonal difference 
was taken “M” times. After the transformations are conducted 
for all the operators in the system, the stationarity of the 
series is ensured and the non-stationary series is accepted 
as a stationary series after the “ΔL

M” operation. “θp” and “σ∃” 
refers to the SAR and SMA, respectively.

Figure 1. An artificial neural network algorithm model
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In this technique, the current data values are based on the 
combination of the weighted sum of the previous data ​​and 
random shocks. Thus, in the determination of the model, 
the stationarity of the series and the presence of the 
seasonal effects are the differentiating criteria. Therefore, 
the features of the time series used in the first stage should 
be determined and an ideal model approach should be 
adopted. In this method, a four-step iterative approach is 
preferred to determine the ideal approach among all model 
combinations. These four steps include the determination, 
parameter estimation, fitness tests, and prospective 
estimation stages. When the approach determined in the 
process is not at a desired level, the process is repeated until 
another model, which is developed to improve the original 
model, provides a satisfactory result [33,37,39].

3. Case Study
This study aimed to develop the freight demand estimates 
using the monthly container volume handled in Turkish 
ports (based on TEU) with the most reliable model 
determined through the comparison of the prediction 
accuracy and reliability of ANN models with different 
algorithms based on the time series models of exponential 
smoothing and Box-Jenkins techniques. This study used 
the monthly container volume handled in Turkish ports 
between January 2005 and December 2018.

3.1. Study Data
The total container volume handled in Turkish ports 
between January 2005 and December 2018 was analyzed. 
In the literature, the total handling volume is considered 
among the most important productivity data for the ports. 
Moreover, the demand in container ports is measured with 
the total container volume handled in the ports in the 
literature [15,18,38,40]. The data for the container volume 
handled in Turkish ports were obtained from statistics 
reports published by the Ministry of Transportation and 
Infrastructure. The total monthly data were analyzed for the 
specified period. A monthly data was selected to conduct 
more detailed analyses based on the seasonal and trend 
variables.

3.2. The Research Method
In the first phase of the study, the main factors that 
affected the series were determined with the analysis of 
the properties of the time series data for determining the 
adequate techniques for the collected data. In the next 
phase, the January 2005-December 2018 data were used 
to forecast the monthly container volumes that would be 
handled in the Turkish ports in 2021 and 2022 (January-
December) using the models that are suitable for the data 
along with the ANN models with exponential smoothing 

and Box-Jenkins methods. The forecasts were compared 
with the actual container handling figures to determine the 
most realistic and ideal model. The prediction accuracy of 
the applied algorithms was tested with the “mean absolute 
percentage error (MAPE)” statistics. The fact that the MAPE 
statistics expresses prediction errors as a percentage 
is considered as a superiority when compared to other 
criteria because of its standalone meaning in the literature 
[26,28,39,41-45]. In previous studies, the accuracy of the 
prediction models is classified according to their MAPE 
values: (1) highly accurate, MAPE <10%; (2) accurate, 
MAPE is between 10% and 20%; (3) acceptable, MAPE is 
between 20% and 50%; and (4) inaccurate, MAPE >50% 
[26,34,39,40,43,44]. Equation 6 represents the MAPE 
algorithm.

	                                     
(6)

When bk = zk – k  for zk = k” period, k = k  is the calculated 
estimate for the period, “r” is the number of estimated 
periods, and bk = k is the prediction error in the period.

3.2.1. Determination of Time Series Components
The time series was analyzed in the study. The analysis of the 
data for 168 months in Figure 2 (January 2005-December 
2018) revealed an increasing trend and that the data were 
affected by the seasonal fluctuations. The fluctuation started 
increasing in March in successive years and reached the 
maximum in August and September. The lowest fluctuations 
were observed in January. The source of fluctuations is 
assumed to be because of the seasonal trade effects.

3.3. Application of the Methods
In this section, the forecasts conducted with exponential 
smoothing, Box-Jenkins techniques, and ANNs are 
addressed. Due to the increasing trend of the study data 
and the impact of seasonal fluctuations, the adequate time 
series methods, i.e., the “seasonal exponential smoothing” 
and “seasonal Box-Jenkins” methods were used.

Figure 2. Analysis of the data for January 2005-December 2018
TEU: Twenty-foot Equivalent Unit
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3.3.1. Seasonal Exponential Smoothing (Winter’s) Method
The technique was applied with SPSS 22.0 statistics 
software. Seasonal index values obtained with seasonal 
deconstruction were employed as seasonal factors. The 
smoothing constant “Q”, trend smoothing constant “ß”, and 
seasonal smoothing constant “ƴ ” parameters in Equations 
1, 2, 3, and 4 were determined to minimize the square 
sum of errors in the model. Based on the calculations, 
Q=0,8000000, ß=0,000000, and ƴ=0,000000 were used as 
the smoothing coefficients in the model. The initial model 
values were calculated with the software and the following 
were determined: Kr=51764,15324 (initial level) and 
br=231,025421 (initial trend).

3.3.2. Seasonal Box-Jenkins Method
The initial application of the Box-Jenkins technique 
determined that the seasonal component in the data 
was not constant with time, and the natural logarithm of 
the data was taken to include seasonal variations in the 
original data. Stationarity analyses were conducted with 
the augmented Dickey-Fuller (ADF) tests. The results 
revealed that the series was stationary after the first-order 
seasonal difference was taken (D=1, S=12). Autocorrelation 
and partial autocorrelation functions of the data were 
analyzed, and the seasonal and non-seasonal AR and MA 
degrees were obtained. The adequate range for AR, MA, 
seasonal AR, and seasonal MA was determined to be p=1, 
q=0, P=0, and Q=1 for seasonal MA. These values revealed 
that the ideal algorithm for the total container volume 
handled in the Turkish ports series (based on TEU) that 
was dependent on a logarithmic transformation was ARIMA 
(1,0,0) (0,1,1)12, the “multiplicative-seasonal ARIMA Model.” 
The final parameter estimates for the developed model 
are presented in Table 1. All t-values associated with the 
parameter estimates of the algorithm presented in the 
table were statistically significant at “0.00” significance 
level (furthermore, seasonal parameter estimates provided 
|t|>1.25).

After the statistical analysis conducted on the data 
estimates of the model, the “Ljung-Box (Q*)” statistics 
method was used to test whether the residuals of the 
model were random (white noise) and whether there 
was autocorrelation between them. The “Q*” statistics 
calculated based on the 14th, 26th, and 38th delays for the 
residual series of the model demonstrated that there was 
no significant autocorrelation between the residuals; the 
residual series had a random function, and the algorithm 
was suitable. Box-Jenkins models were applied with 
autocorrelation and partial autocorrelation functions, 
and ADF tests were calculated with EViews 5 software, 
which is a statistical package software for the Windows 
operating system and frequently used especially for 
econometric analysis. It has a unique programming 
language that combines the spreadsheet and relational 
database infrastructure with the features of traditional 
statistical software. Although EViews can also be used 
for general statistical analysis, it is preferred especially 
in regression analysis and econometric analysis. Panel 
data, time series, and cross-section analysis can be done 
with EViews.

3.3.3. Artificial Neural Networks
In the stage where the study data was modeled with 
ANNs, the prediction performances of various ANN 
algorithms developed with three datasets were analyzed. 
Out of the 198 monthly parameters, 180 were categorized 
as training data for the 2003-2018 period and 18 were 
categorized as test data for the January 2019-June 2020 
period. Various time lag data “(zk–1, zk–3, zk–12 ... zk–u)” were 
employed in the input layer, and the data without lag “(zk)” 
were employed in the output layer. The calculations were 
conducted with the neural networks’ module (Neural 
Network Toolbox) of the MATLAB 7.0 software. The study 
data were first normalized for the [0:1] range and then 
employed in the software. The data were normalized with 
Equation 7 given below.

Table 1. ARIMA (1,0,0) (0,1,1,)12 model parameter estimates
Variable Estimate Standard error t-statistics p-value

AR (1) 0.72165303 0.05021743 16.503121 0.00000000

SMA (1) 0.50349610 0.04976017 9.341063 0.00000000

Constant 0.11830190 0.03011086 4.010716 0.00000601

Number of observations 267

Number of observations after noticing 255

Akaike information criteria 91.631202

Sum of error squares 18.010030

Standard error 0.26013218

Converting and difference The seasonal first difference of the series whose Napierian logarithm is taken (s=12)

AR: Autoregressive, SMA: Seasonal moving average
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(7)

where “Y0” is the original data, “Yn” is the normalized data, 
“Ymin” is the smallest number in the dataset, and “Ymax” is the 
greatest number in the dataset.
For the analyzed datasets, models with different hidden 
layers (between 1-5) and different neurons (between 1-5) 
were constructed in the study. The training was conducted 
with experiments with various iterations (5,000-50,000). All 
models were then tested with the data reserved for testing. 
The predictive accuracy of ANN models with different 
algorithms was measured by comparing the predicted 
figures with the actual figures.
Several tests were conducted, and the predictive accuracy 
and reliability of the models were observed to decrease 
with increasing number of neurons in the hidden layer and 
the number of neurons in the hidden layer of the tested 
models. The twelve-lag model gave the most accurate 
results among the different ANN models. Because the 
systematic pattern (seasonal cycle) in the datasets repeated 
every twelve months, the twelve-lag models yielded better 
results compared to the one- or three-lag models. There was 
an input, a hidden, and an output layer in the model with 
six neurons, three neurons, and one neuron, respectively. 
Figure 3 represents the related ANN model.
A feedforward-backpropagation network algorithm was 
used in the constructed model, the logarithmic sigmoid 
algorithm was selected as the activation function and the 
Levenberg-Marquardt algorithm was selected as the training 
function, and 30,000 epochs (epoch: single feedforward in 
an ANN) were conducted in the model training.

4. Findings
To determine the ideal model and algorithm for the 
prediction of the TEU-based total container volume handled 
in Turkish ports in the future, the accuracy measurements 

conducted on the predicted figures with the analyzed 
methods and actual figures were analyzed. Table 2 presents 
the related data.
ANNs showed highest prediction accuracy and provided 
the closest results to the actual figures. ANNs could learn 
nonlinear correlations between the parameters and 
generalize the findings, thus answering questions that were 
never encountered before within an acceptable margin of 
error. Due to these features, the ANN method was preferred 
in forecasts.
As discussed in Section 3.2, the models with a MAPE value 
<10% were classified as “very good”, those between 10% 
and 20% were classified as “good”, those between 20% 
and 50% were classified as “acceptable”, and those >50% 
were classified as “inaccurate” in the literature. The figures 
presented in Table 2 show that in the predictions obtained 
with the ANNs and multiplicative-seasonal Box-Jenkins 
techniques, the “MAPE” ​​figures were <10%, whereas the 
seasonal exponential smoothing (Winters) method had 
a MAPE value of 12.97%. This suggested that all three 
techniques provided accurate predictions. Among these 
methods, the Winters’ seasonal exponential smoothing 
method was the most preferred because it could be 
employed for the data that exhibit trends and parameters 
with seasonal fluctuations. Furthermore, the Box-Jenkins 
model techniques are frequently employed in the literature 
because they require no additional data for prediction and 
have proven to yield short and medium-term prediction 
accuracy in previous studies. In addition, their ability 
to determine the ideal model among various models 
and test the suitability of the determined model for the 
parameters in every process emphasizes the significance 
of these methods. However, the 12-lag ANN techniques 
were observed to exhibit low deviation ​​compared to the 
seasonal exponential smoothing and Box-Jenkins method 
findings. The comparison of the prediction accuracy of the 
analyzed techniques demonstrated that the ANN model 
with the [5-3-1] order led to the most reliable result. Thus, 
this technique was preferred for the prediction of the total 
container volume handled in Turkish ports for 2022 based 
on TEU. Table 3 presents the data analysis findings for this 
technique.

Table 2. Prediction accuracy of analyzed techniques
Techniques MAPE (%)

Artificial neural networks 6.03

Box-Jenkins ARIMA (1,0,0) (0,1,1)12 8.53

Seasonal exponential smoothing (winters) 12.97

MAPE: Mean absolute percentage error, ARIMA: Autoregressive integrated 
moving average method

Figure 3. The ANN design

ANN: Artificial neural networks
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5. Conclusion and Recommendations
Proactive predictions in the maritime industry based on 
scientific approaches would facilitate future economic 
policies and national strategies and allow more realistic 
forecasts. Demand is the main factor for investments in 
the maritime industry, and the investments are a function 
of the quantitative and qualitative attributes of demand. In 
the maritime industry, the investments require a very high 
budget, and the success of policies and projects depends on 
the forecast of future demands and market structures, thus 
matching the supply resources and demands. Realistic and 
reliable demand forecasts are a prerequisite for efficient 
organization of all operational activities, primarily the ship 
routes, port infrastructures, maritime logistics network, 
and national maritime policies. Thus, determining adequate 
techniques for the properties of the analyzed parameters 
that reveal the most accurate and reliable predictions for 
future demand is important. The present study aimed to 
determine the model with the highest reliability in predicting 
the total monthly and annual container volume handled in 
Turkish ports based on TEU by comparing the prediction 
accuracy of ANN models that included different algorithms 
with time series methods of exponential smoothing and 
Box-Jenkins. Analysis of the findings demonstrated that the 
ANNs method exhibited the highest prediction accuracy 
and provided the closest results to the actual figures. ANNs 
could learn nonlinear correlations between the parameters 
and generalize the findings, thus answering questions 
that were never encountered before within an acceptable 
margin of error. Because of these features, the ANN method 
was preferred in forecasts. Based on both the present and 

previous results, ANN models without problems, such 
as overtraining and incorrect algorithm development, 
provided better results compared to the models constructed 
with other methods. In the literature, ANN algorithms 
provide highly effective results in nonlinear and dynamic 
models. On the other hand, the model does not allow the 
interpretation of the problems in contrast with the statistical 
methods. Moreover, the model remains a closed box for 
the results obtained with ANNs. The total monthly and 
annual container volume handled in Turkish ports for 2022 
was predicted with the ANNs’ technique whose reliability 
was tested in the present study. A similar study was also 
conducted by Gökkuş et al. [45] that discussed the ports of 
Izmir, Mersin, and Istanbul for 2023 using the past records 
of the gross domestic product, exports, and population of 
Turkey as indicators of socioeconomic and demographic 
status. For the testing period, their study reported that the 
LSSVM, ANN-ABC, and ANN-LM models performed better 
than the MNR-GA model considering overall fitting and 
prediction performances of the extreme values in the testing 
data. In contrast to the study of Gökkuş et al. [45], several 
tests conducted in our study revealed that the 12-time delay 
ANN model, which was developed with the original series, 
provided the highest accuracy. The fact that the dynamic 
factors are always active in the maritime industry, especially 
during the current pandemic, and the inability to predict 
the future increases the value of related studies such as the 
present research. Now, with the proposed model, reliable 
and flexible solutions can be provided to decision makers. 
The adaptation process of this method to the problem 
and the obtained results show that the method is simple, 
intelligible, and useful enough for the maritime sector. As 
a solution, quantitative method approaches are considered 
to be very effective in solving complex problems in the 
maritime sector, this helps in obtaining a more concrete 
cluster of alternatives and reaching more realistic solutions.
The main limitation of our study is related to the 
characteristic of the examined container port in Turkey. 
Turkish container ports have the characteristic of being a 
transit port because they are located on the main shipping 
routes, which necessitates the consideration of the 
transportation consisting transit loads. Hence, the data set 
of the study is limited to Turkish container ports.
In future studies, ANN models with different algorithms 
could be employed to predict the container volume, general 
cargo load, liquid bulk cargo, number of passengers, etc. 
Furthermore, national, regional, or port vessel arrivals; the 
average length of stay in the ports; the average duration of 
handling operations in the ports; could be predicted in future 
studies. The forecast performances of hybrid models that 
combine ANNs and time series prediction methods could 

Table 3. Predictions for monthly container handling in Turkish 
ports in 2022

Months (year 2022) Total number of containers to be 
handled (TEU)

January 897246

February 887524

March 975256

April 1098214

May 1010245

June 1089624

July 1174526

August 1078562

September 970952

October 987452

November 1005877

December 921485

TOTAL 12,096.963

TEU: Twenty-foot equivalent unit
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also be determined. Thus, considering the limited number 
of studies conducted with ANNs and hybrid approaches 
in maritime commerce, the above-recommended studies 
would significantly contribute to future planning studies by 
maritime industry personnel and decision makers. Because 
no similar study is available in the maritime literature, the 
present study would guide researchers who plan to conduct 
future studies in the field.
Funding: The author declared that this study received no 
financial support.       
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