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1. Introduction
Shipping indices, such as Baltic Dry Index (BDI), play a 
crucial role in making various decisions in the shipping 
industry [1,2]. However, it is usually arduous to accurately 
assess and forecast the freight markets since BDI fluctuates 
with a large amplitude [1,3]. For instance, BDI rose to 11793 
in May 2008, fell 95% in the next six months, and reached 
663 points [4]. Zhang et al. [2] explained that volatility of 
BDI is high because of a series of dynamic random factors; 
hence irregular and non-stationary features of freight rates 
limit the impact of forecasting models in practice. Similarly, 
freight rates in container and tanker markets suffer from 
high volatility. 
Since critical decision-making is complex and vital in 
such an unpredictable industry, forecasting may help to 
facilitate decision-making. Any additional information 
about the future direction of the market volatility has 
paramount importance due to the magnitude of shipping 
investments [5]. This volatile nature of the shipping freight 
rates has attracted much attention by researchers in terms 
of analysing quantitatively [6] and resulted in applying 
complex techniques [7]. However, Duru et al. [3] highlighted 

the difficulties in obtaining reliable and accurate forecasts 
of freight rates in shipping markets. This importance of 
accurate freight rate forecasts has led to extensive attempts 
to enhance the accuracy of forecasting methods [6]. Previous 
researches generally indicates that no single forecasting 
method outperforms in all conditions [2]. Therefore, the 
following questions are still posed: “Is there any pattern to 
get more reliable and accurate freight rate forecasts” and 
“which influencers affect freight rate forecasting?” Although 
there is a consensus on the influencing factors, opinions 
contradict how these factors affect forecasting accuracy. 
This study attempts to narrow this reach gap by exploring 
these influencing factors’ effects on freight rate forecasting 
accuracy. In line with this aim, this study follows a Meta-
Regression methodology to provide a comprehensive and 
systematic review of prior freight rate forecasting studies. 
Most of the previous literature reviews were based on 
qualitative analysis and lacked quantitative proof [8]. 
Therefore, Meta-Regression is preferred since it provides 
quantitative proof.
We organized this paper as follows: Section 2 contains the 
proposed hypotheses based on the literature on freight rate 
forecasting models. Section 3 describes the materials and 
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methods, including identification, coding, and methodology, 
while Section 4 provides detailed empirical results and an 
evaluation of forecasting accuracy. This study ends with a 
conclusion emphasizing the work’s relevance of the work 
for practice and future research.

2. Proposed Hypotheses
Although the studies on freight forecasting have gained 
momentum recently, the results are objectionable since it is 
difficult to comprehend freight series’ non-linear and non-
stationary features [9]. Scholars offered various factors that 
could explain the surfeit of performance variability among 
several forecasting models such as the forecasting horizon, 
data availability, level of aggregation, type of product, and 
historical stability of data series [10]. However, it is not 
clear which attributes might affect the forecasting accuracy. 
Therefore, it is essential to examine the most suitable 
composite patterns for such forecasts in the industry. 
Therefore, we propose a series of hypotheses in this section 
to study characteristics of forecasting accuracy.
Traditional non-causal and causal econometric models 
such as ARIMA, VAR, VECM, GARCH are the most widely 
used models in freight rate forecasting e.g. [11-13]. On the 
other side, scholars suggested soft computing methods for 
non-linear functions in the recent two decades. Artificial 
neural networks (ANN) are the most explored e.g. [7,14]. 
Additional soft computing models such as support vector 
machine (SVM), wavelet neural networks (WNN) are also 
used. There is also a tendency to compare the proposed 
methods with the conventional econometric models. For 
instance, it is claimed that the SVM model has ascendancy in 
both the trend and the forecast precision [15]. Furthermore, 
ANN e.g. [16] and WNN models e.g. [5] also deliver notable 
results compared with the conventional benchmark 
mode. However, it is not possible to generalize that soft 
computing models always give better results, and it still 
has some deficiencies, such as parameter sensitivity and 
the possibility of overfitting [17]. Munim and Schramm [6] 
reported that simple models are better than complicated 
models. For instance, while Santos et al. [16] found that the 
performance of ANN modeling outperforms ARIMA, Munim 
and Schramm [18] claimed that not only ARIMA models 
but also VAR/VEC outperform ANN models. Geomelos 
and Xideas [19] reported that it is possible to reduce the 
forecasting errors by combining models. In this context, 
various hybrid models such as ANN-based combinations 
e.g. [20], fuzzy integrated methods e.g. [21], and ensemble 
forecasting models [17] have been developed. It is indicated 
that the proposed models are superior compared to the 
conventional benchmarks. On the other side, Zeng and Qu 
[22] forecasted BDI using econometric, soft computing, 

and hybrid models and found close accuracy rates. To sum 
up, although each proposed model offers strong evidence, 
claiming better accuracy than the others, accuracy varies 
according to the structure of the models used. Therefore, 
since there is no consensus on the issue, we developed the 
following hypothesis to reveal the effect of the forecasting 
method on forecasting accuracy.
H1: The modeling method employed significantly affects the 
accuracy of freight rate forecasting.
Shipping markets based on the transported cargo have quite 
different dynamics. Although the majority of the literature 
consists of studies on the dry bulk shipping market e.g.  
[4, 23] due to market maturity and data availability, there is 
increasing attention on freight forecasting in the container 
market e.g. [6,18,24] and tanker market e.g. [16,25,26]. Zeng 
et al. [9] asserted that more empirical studies for freight 
rates of different ship types would provide contributions 
to confirm the reliability and applicability of the methods 
proposed. We extend this suggestion over the container, 
tanker, and dry bulk shipping markets, and given each 
market has unique characteristics. Hence, we put forward 
the following hypothesis: 
H2: Type of the market significantly affects the accuracy of 
freight rate forecasting.
It generally tends to form forecasting models with 
exogenous variables for complex dynamic processes 
[7,16,18,20]. However, there are findings that forecasting 
attempts using auxiliary information show higher accuracy 
e.g. [1, 7]. According to this common explanation, the 
positive effects are observed between explanatory variables 
and freight rate forecasting accuracy. However, positive 
effects are by no means guaranteed to increase the accuracy. 
Also, theoretically, exceptions might have occurred. Thus, 
we have an intention to determine whether explanatory 
variables have a positive impact on forecasting accuracy 
with the following hypothesis:
H3: Explanatory variables have a positive effect on the 
accuracy of freight rate forecasting.
The shipping industry suffers from volatility, cyclicality, 
seasonality, and noise [1,27]. This structure of the shipping 
industry affects forecasting accuracy. Extending this 
rationale, Randers and Göluke [27] indicated that there 
is only noise in shorter time horizons and the accuracy 
of the forecast is lower in longer time horizons due to 
unpredictable events’ impact on cyclicality. Although it 
is impossible to make point forecasts, a high likelihood 
of success in forecasting accuracy could be achieved. In 
this sense, Munim and Schramm [6] emphasized that it is 
necessary to forecast freight rates over different forecasting 
horizons to confirm the models’ robustness. Some scholars 
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found that short-term forecasts can obtain accurate 
forecasts [7]. For instance, Nielsen et al. [24] asserted that 
the developed forecasting model should be at least six weeks 
out of sample with a MAPE value of less than 5 percent. It 
is a consensus that the long-term validity of the models is 
weak and time-lag effects for short-term forecasting have 
attracted scholars e.g. [6,20]. Kasimati and Veraros [28] 
claimed that shorter time horizons with smaller ships 
improve the quality of the forecasts. However, Cullinane 
et al. [11] stated that extremely long-term horizons could 
obtain accurate forecasts due to the asset investment 
in the physical shipping markets. As a result, there are 
different and conflicting perspectives in some cases on 
the forecasting horizon. Given the inconsistencies in the 
literature, we qualify this hypothesis by asking whether 
the accuracy of the freight rate forecasts is affected by the 
forecasting horizon.
H4: Forecasting horizon affects the accuracy of freight rate 
forecasting.
Sample size should be designed to describe data variation 
tendencies. As proposed by Nielsen et al. [24], it is crucial 
to balance the forecast horizon and the sample size used to 
fit the model for the desired accuracy. Similarly, Gharehgozli 
et al. [21] highlighted that utilizing the entire sample to 
improve the forecasting accuracy of freight rates would not 
be a rule of thumb. Duru et al. [3] emphasized that a shorter 
sample period is important for achieving or improving 
accuracy. To sum up, the sample size in forecasting models 
appears to be controversial. Therefore, we propose the 
following hypothesis to reveal the impact of sample size on 
the accuracy of the freight rate forecasts:
H5: Sample size affects the accuracy of freight rate 
forecasting.
Data frequency is another factor that influences the 
predictive power of the models. Results suggest that 
different data frequencies give different results, especially 
depending on the models used. Zhang et al. [2] found that 
DFN-AI models exhibited more significance in the weekly 
BDI predictions than daily data forecasting. Munim and 
Schramm [6] found that the ARIMARCH model outperforms 
ARIMA models while performing short-term weekly 
predictions. Empirical findings suggest that data frequency 
influences the accuracy of the freight rates, but results also 
vary regarding the modeling methods used. In this context, 
the influence of data frequency on freight rate forecasting 
should be investigated in detail since the picture seems 
fuzzy. Furthermore, it should be clarified whether there 
is any influence of data frequency apart from the used 
modeling method. Thus, to properly understand these 
nuances, we proposed the following hypothesis: 

H6: Data frequency affects the accuracy of freight rate 
forecasting.

3. Materials and Methods
3.1. Identification, Screening, and Classification of 
Studies
We a systematic search strategy to identify all relevant 
studies. First, various databases were used to identify both 
peer-reviewed and grey literature. Then, as “search in” 
options, we select “Article Title, Abstract, Keywords,” “Topic,” 
“Title, Keywords, Abstract,” “Item Title, Abstract,” “Title, 
Abstract,” and “Title, Keywords.” The optimal keywords 
after iterative keyword screening were “freight forecast*” 
and “freight rate forecast*.”
Timespan was set as “all years” for each inquiry, so all 
relevant papers up to September 17, 2020, were listed in the 
identification phase. Although no language was selected in 
the search terms, we progressed only to studies published 
in English. This process yielded 1878 results, of which 1242 
results are from Scopus, 541 are from Web of Science, 34 
are from Wiley Online Library, 27 are from Jstor, 19 are 
from Emerald, and 15 are from Taylor and Francis Online. 
Here 475 duplicates were removed and the search yielded 
1403 novel references as depicted in Figure 1 based on the 
protocol of Moher et al. [29]. In the screening phase, we 
reviewed each of the remaining studies separately within 
the scope of research and found 1166 studies as irrelevant. 
Studies that are not related with shipping and forecasting 
were regarded as irrelevant. The remaining 237 studies 
were evaluated within the scope of eligibility, and it was 
determined that 182 of them were not related to freight rate 
forecasting accuracy. In addition, we could not access nine 
studies, and 46 studies remaining. Additionally, we added 14 
studies from the references of those studies, and we reached 
60 studies on freight rate forecasting accuracy. However, 
since various accuracy metrics were used in these studies, 
we selected RMSE and MAPE among those that employed 
different accuracy metrics. Finally, we included 24 studies 
that used RMSE and 17 studies that used MAPE for accuracy 
metrics in the meta-analysis. Details of all studies used for 
conducting meta-analysis are available upon request.

3.2. Coding
The influencing variables were grouped and coded based on 
the selection criteria mentioned above. The authors initially 
coded each article to improve coding accuracy. We started 
with a coding strategy including country, source title, aim, 
findings, accuracy measurement, market type, modelling 
method, data source, explanatory variable, forecasting 
horizon, and sample size. The data was then checked for 
coding errors. If there were disagreements about the codes, 
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the articles were advanced screened until a consensus was 
reached. Table 1 provided a definition of coded data as well 
as basic descriptive statistics. By utilizing these variables, 
this study intends to evaluate the hypotheses above.
Detailed data to articles in the Meta-Regression with 
respective descriptive statistics for RMSE and MAPE would 
be provided upon request. Finally, 878 RMSE observations 
from 24 studies were used, as were 276 MAPE observations 
from 17 studies. In these studies, forecasting accuracy 
measures such as RMSE (40.0%), MAPE (28.4%), and 
Theil’s U (11.6%) were most commonly used. Only MAPE 
and RMSE are included in the Meta-Regression due to 
comparability.

3.3. Meta-Regression Methodology
In this study, a Meta-Regression methodology is applied to 
explain the effects of different modeling variations on the 
accuracy of freight rate forecasting studies. The effect size 
used in the study is the forecasting errors collected from the 
papers used for meta-analysis, as in Sebri [30]. As indicated 
by Nelson and Kennedy [31], model-specific challenges arise 
as heteroscedasticity, heterogeneity, and non-independence 
of observations, as well as non-normality problems, while 
estimating Meta-Regression models. To overcome these 

problems and ensure the robustness of the empirical results, 
three estimators are employed in this study: Ordinary least 
squares (OLS), weighted least squares (WLS), and quantile 
regression (QR). First, to achieve the objective of this study, 
generic Meta-Regression is estimated with OLS in Equation 
1 and 2: 

  Log (MAPE)   i   =  β  0   +  ∑ 
k=1

  
K
    β  k    X  ki    + ε (1)

  Log (RMSE)   i   =  β  0   +  ∑ 
k=1

  
K
    β  k    X  ki    + ε (2)

where MAPEi and RMSEi are the estimates taken from the ith 
study, β0 reflects true effect/intercept, βk is the coefficients 
of independent variables, Xk is the meta-independent 
variables taken from the ith study, and ε is the error term. 
OLS estimation of Eq. 1 is biased due to heteroscedasticity 
as indicated by the results of the Breusch-Pagan 
heteroscedasticity test shown in Table 2. Then to reduce 
heteroscedasticity for more efficient estimation, known 
as the WLS, is estimated. In WLS, weights are taken as the 
inverse logarithm of the sample size. QR, a robust alternative 
to these regression methods, is also utilized in this paper 

Figure 1. A flowchart of the screening protocol and the publications that were included
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due to its robustness against heteroscedasticity and normal 
distribution assumption. We selected five representative 
quantile points (10th, 25th, 50th, 75th, and 90th). There is no 
empirical consensus on which quantile to use and mostly, a 
selection of the quantile made arbitrarily [32]. The optimal 
quantile was selected using box plots shown in Figure 2. 
In some quantiles, the differences between OLS, WLS 

models, and QR models were small. In contrast, especially 
in RMSE models, there were differences to a great extent 
in the distributions of the fitted values. QR model in 50th 
quantile for both RMSE and MAPE estimates presented 
similar estimates to those of the OLS model. Therefore, the 
estimated QR model in the 50th quantile was selected as the 
empirical model to be referenced result.

Table 1. Variable definition and descriptive statistics
Codes from MAPE 

estimations
Codes from RMSE 

estimations

Variable Description No Mean Std. Dev. No Mean Std. Dev.

Dependent Variable

MAPE The MAPE’s reported value 276 1.5358 7.1940 - - -

RMSE The RMSE’s reported value - - - 878 433.580 3060.041

Independent Variables

Forecast Periodicity

Daily A dummy variable equal to 1 if the data used are of daily 
frequency, 0 otherwise. 103 0.3786 0.4859 132 0.1505 0.3577

Weekly A dummy variable equal to 1 if the data used are of 
weekly frequency, 0 otherwise. 105 0.3860 0.4877 93 0.1060 0.3080

Monthlya A dummy variable equal to 1 if the data used are of 
monthly frequency, 0 otherwise. 59 0.2169 0.4129 643 0.7331 0.4425

Yearly A dummy variable equal to 1 if the data used are of 
annual frequency, 0 otherwise. 5 0.0183 0.1345 9 0.0102 0.1008

Forecasting Horizon

Short-run A dummy variable equal to 1 if the study deals with 
short-run forecasts, 0 otherwise. 209 0.7683 0.4226 504 0.5746 0.4946

Medium-runa A dummy variable equal to 1 if the study deals with 
medium-run forecasts, 0 otherwise. 56 0.2058 0.4050 227 0.2588 0.4382

Long-run A dummy variable equal to 1 if the study deals with long-
run forecasts, 0 otherwise. 7 0.0257 0.1586 146 0.1664 0.3727

Forecasting Method

Econometric A dummy variable equal to 1 if an econometric model 
was employed, 0 otherwise. 73 0.2683 0.4439 689 0.7856 0.4106

Soft Computing A dummy variable equal to 1 if a soft computing model 
was employed, 0 otherwise. 101 0.3713 0.4840 95 0.1083 0.3109

Hybrida A dummy variable equal to 1 if a hybrid model was 
employed, 0 otherwise. 98 0.3602 0.4809 93 0.1060 0.3080

Type of the Market

Dry market A dummy variable equal to 1 if dry market was targeted, 
0 otherwise. 214 0.7867 0.4103 564 0.6431 0.4793

Tankera A dummy variable equal to 1 if tanker market was 
targeted, 0 otherwise. 14 0.0514 0.2213 285 0.3249 0.4686

Container A dummy variable equal to 1 if container market was 
targeted, 0 otherwise. 44 0.1617 0.3689 28 0.0319 0.1759

Other Characteristics

Sample size The study sample size 272 776.0259 1220.532 878 401.961 576.534

Explanatory variables A dummy variable equal to 1 if an explanatory variable 
was used, 0 otherwise. 32 0.1176 0.3227 345 0.3933 0.4887

aIndicates an omitted category in the meta-regression estimation
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4. Results and Discussion
Table 2 summarizes the Meta-Regression and test results for 
the hypothesis (H1-H6). The adjusted R2 values show that the 
Meta-Regression models are successful in explaining 59.6% 
of the variation in log (RMSE) and 69.7% in log (MAPE). The 
pseudo-R2 is also used to evaluate the QR models’ goodness 
of fit. Since the number of studies using RMSE (24 studies, 
878 observations) is significantly greater than the number 
of studies reporting MAPE (17 studies, 276 observations), 
log(MAPE) Meta-Regression results should be regarded as 
additional analysis and a sensitivity check for log (RMSE) 
estimates. The regression results show that, the forecasting 
accuracies of the different forecasting metrics vary in some 
models (while soft computing methods have a significant 
effect on MAPE estimates, they present an insignificant 
effect in RMSE estimates). The reasons can be considered 
as the amount of studies employed for the analysis and the 
information loss caused by the accuracy metrics as similarly 
indicated by Liu et al. [10]. Extending this rationale, it 
is explained as RMSE is based on the scale of the data, 
while MAPE is based on percentage errors. Therefore, the 
magnitude of the effect in the RMSE models is greater than 
in the MAPE models, which is consistent with the supporting 
arguments for the differences discussed above.
As illustrated in Table 2, hypotheses H1 is supported. Log 
(RMSE) estimates suggest that econometric models have 

a negative and highly significant coefficient, while soft 
computing models have insignificant coefficients; that 
is, econometric models tend to provide more accurate 
forecasts. Log (MAPE) estimates present positive and 
highly significant coefficients for both modeling methods. 
This means that the forecasting accuracies of the different 
models change significantly, and when the two methods 
were compared, econometric models outperformed the 
soft computing methods. The outcome of this estimation 
supports similar findings by Munim and Schramm [18].
For H2, the forecasting accuracies of the different markets 
differ significantly. Both log (RMSE) and log (MAPE) 
present highly significant results (except for the container 
market in RMSE with OLS regression). Our expectation in 
this regard is consistently supported due to the relatively 
short history of the tanker, and container freight rate 
forecasting studies. However, BDI dates back to 1985, 
and many scholars have attempted to forecast BDI and 
explore enhancing the forecasting accuracy of BDI. This 
finding confirms Zeng et al. [9] as more empirical studies 
are needed for freight rate forecasts, including various 
market types and their sub-indexes.It is hypothesized in 
H3 that including an explanatory variable would positively 
influence the accuracy of the forecasting freight rates. As 
expected, it decreases forecasting error in the log (RMSE) 
estimates and agrees with the findings of Lyridis et al. [25] 
and Yang and Mehmed [7]. However, log (MAPE) estimates 

Figure 2. Boxplot of the estimated models for MAPE (a) and RMSE (b)
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yielded contradictory results. This may be attributed to 
the information loss mentioned above. However, a closer 
examination of this difference is needed to identify the 
reasons for the negative impact in MAPE estimation.For 
forecasting horizon (H4), Log (RMSE) estimations reveal 
positive and significant coefficients in short-run forecasts 
at 99% confidence level (OLS, WLS, and QR 50th models), 
but not in long-run forecasts at 90% confidence level (OLS, 
WLS, and QR 50th models) in forecasting horizon (H4) (OLS 
and WLS models). There is no significant difference in 
forecasting accuracy between the OLS and WLS estimates 
of log (MAPE). The QR 50th model, on the other hand, has 
negative and statistically significant coefficients in both 
horizons at a 90% confidence level.
The log (RMSE) and log (MAPE) findings imply that short-
run forecasts provide less accurate forecasts than long-
term ones. However, this finding contradicts the theoretical 
expectations and assumption of previous findings wherein 
the accuracy of the forecasting models tends to decline 
with a longer forecasting horizon e.g. [30]. This implies the 
short-term horizon of the freight rate yields less accurate 
forecasts than the long-term horizon. This unexpected result 
stems from the nature of the freight forecasting studies 
attributed to the number of studies and the models used. 
The studies on freight rates have mainly focused on medium 
to long-term forecast horizons [24]. Similarly, the usage of 
dynamic models could be the other reason for this result, 
as dynamic econometric models provide better forecasts 
for longer horizons [33]. The results of the H5 prove with 
a negative and highly correlated coefficient that the sample 
size influences the forecasting accuracy. This finding is 
consistent with the popular argument that larger sample 
sizes should reduce the accuracy of freight rate forecasting, 
as suggested by Sebri [30]. However, it should be noted that 
there are conflicting findings in previous studies wherein 
large sample sizes did not necessarily increase accuracy 
rate, and in some instances, yielded worse results.
The results support the hypothesis (H6), where the 
forecasting accuracy of freight rate forecasts depends on 
data frequency. Daily and weekly data have negative signed 
coefficients, while annual data have positive coefficients. 
However, previous literature in the forecasting practice of 
other industries stating that forecasting with annual data 
presents more accurate forecasts [30]. It is reported that 
lower frequency data (yearly, quarterly, and monthly) tend 
to produce higher forecasting accuracies due to the complex 
seasonal characteristics of the high-frequency data (weekly, 
daily, and hourly). Freight rate forecasting studies generally 
consist of daily, weekly, monthly, and yearly data. Even 
though shipping markets are subject to recurrent heavy 
seasonality, we found that the forecasting accuracy of freight 

rate forecasting increased when the higher frequency data 
was employed. However, this unexpected result stems from 
the nature of the freight forecasting studies. Daily and weekly 
forecasts are required more frequently than quarterly or 
yearly ones in this context. The studies on freight rates have 
mainly focused on high-frequency data and these forecasts 
are used for supporting short-term strategic decisions. 

5. Conclusion and Implications for Future 
Research
In this study, we aimed at revealing the patterns of obtaining 
accurate freight rate forecasts by identifying quantitative 
explanations using Meta-Regression methodology. Recently, 
Duru et al. [3] reported the need to identify the influencers 
of freight rate forecasting to achieve accurate and reliable 
forecasts. However, no previous statistical and quantitative 
review has been carried out to the best of our knowledge 
on this issue. This motivates us to conduct a Meta-
Regression to contribute to the growing literature of freight 
rate forecasting by providing robust and novel empirical 
evidence revealing the determinants of forecast accuracy. 
The results confirm that data frequency, forecasting horizon 
and method, market type, sample size, and inclusion of the 
explanatory variables significantly affect the accuracy of the 
freight rate forecasts. The research also summarizes the 
state-of-the-art freight rate forecasting literature and builds 
future research directions for this important topic.
We conducted a detailed analysis of the literature using 
quantitative approaches, considering the extensive 
research on freight rate forecasting. For the first time, 
a comprehensive data set is collected, including 878 
observations for RMSE and 276 observations for MAPE, 
and Meta-Regression is used to determine the influencing 
variables. The main contribution of the study is twofold: 
first, it compares quantile regression, a robust alternative, 
to OLS and WLS. The results of this study are more robust 
because it presented many estimates and used more than 
one accuracy metric. Second, this study adds to previous 
reviews by providing quantitative evidence.
As far as the policy implications of this study are concerned, 
this study argues that the shipping industry is highly 
volatile and unpredictable due to the dependence on 
exogenous factors such as complexity, cycles, extreme 
times, and developments of the world economy, and 
irrational decisions of the market players. Therefore, there 
is no chance of success for point forecasting in the industry. 
When forecasting freight rates, we suggest policymakers, 
forecasters, and other market players consider employing 
daily data, explanatory variables, data for submarkets and 
different routes, small sample size, and long-term horizon 
while developing their forecasting models. It should be 
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noted that these results should be considered as auxiliary 
and that such models are case-specific and subject to change. 
Each attempt based on hyperparameter optimization or 
daily performance dynamic combination forecasts are 
also used to govern such method shifts. Ideally, their use is 
recommended in conjunction with empirical knowledge. 
Even if forecasting practices’ experiments include various 
methods and different hyperparameters during the model 
development, this study could suggest a starting point. 
Moreover, it was detected that qualitative forecasts had 
been encountered in freight rate forecasting literature 
infrequently. We also suggest that a tendency to focus on 
qualitative studies might increase the accuracy of the freight 
rate forecasts. This supports the implications of Munim and 
Schramm [18]. Although Schramm and Munim [34] recently 
attempted to integrate judgements into the forecasting 
practice, more research is required in this domain. 
Our research is expected to be of value to industry 
practitioners and scholars as it reveals a deeper 
understanding on the effects of influencing variables on 
the freight rate forecasting model and thus helps to clarify 
the model development stage. Although researchers and 
practitioners in the shipping industry tend to agree that 
freight rate forecasting is important, there are contrasting 
views on how different models with various specifications 
are considered in different circumstances. We provide a 
synthesis of the growing, but diverged, literature on freight 
rate forecasting through this Meta-Regression analysis. The 
results inform about important influencers of the accurate 
freight rate forecasting models and their effects. These 
results can serve as a basis for future freight rate forecasting 
studies as for developing their models.
This study, like all others, has some limitations. A constraint 
could be publication bias, which evaluates only published 
articles. As a result, the future inclusion of unpublished 
studies may improve the reliability of Meta-Regression 
analysis. Due to sample limitations, it should be necessary 
to re-evaluate the influencers’ impacts in the future as the 
number of relevant studies increases over time. Furthermore, 
we divided the forecasting techniques into three categories 
for the purpose of this study, but; however, future studies 
may include additional approach subclassification if the 
sample size grows significantly. Despite the large number 
of studies and observations examined in this study, only the 
MAPE and RMSE metrics were examined. Future research 
is encouraged to publish additional forecasting measures 
that can be used to benchmark findings. Another limitation 
is that we did not consider the number of explanatory 
variables, the lag, or the country of publication of the 
freight rate forecasting research. In the future, studies may 
investigate this issue as well.
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