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SUMMARY: In dosage response studies the two most commonly used techniques are i) Probit analy-
sis, ii) Logit analysis. Logit analysis is easy to carry out and most practical situations are closer to logit
than probit analysis. In logit analysis the function to fit is θ (t)=   

where it is the log dose and θ (t) is the proportion killed. The parameters α and β in the function can
be estimated by using following methods: Least squares, Method of moments, Weighted least squares,
Maximum likelihood both the point and interval estimates for these methods are discussed by taking
three practical examples. LD50 is estimated and the intervals constructed. It has been shown that
method of weighted least squares gives quite good results.
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INTRODUCTION
In dosage response studies an attempt is made to

describe relationship between θi the probability that a
subject dies and ti, dose of the drug usually taken in loga-
rithm terms. The simplest model is to express θ as a linear
function of t i.e.

θ = α + β t
In practice, this is generally not true because t, log

concentration, can take any real value whereas θ must be
between 0 and 1. To ovarcome this difficulty, there is need
to express θ by some function g (θ) which can take any
real value. This end is achieved by the following function.

... (a)

Where In. represents natural logarithm i.e. loge
The RHS of equa. (a) is In-odds i.e. logarithm of the

odds ratio for death versus survival. We assume that In-
odds is a linear function of the dose i.e.

.. (1)

or

... (2)

This expression is called logistic regression because
θ(t) is the cumulative distribution function of a continuous
distribution known as logistic distribution. The logistic
regression analysis is known as logit analysis.

At each concentration ti, one can think of the experi-
ment being carried out as a series of binomial trials with
probability of kill  θi. Given the dose for each experiment,
it seems reasonable to propose a model linking the θi's to
the dose ti's. If this can be done successfully, we have a
means of predicting the kill rate θi for any given dose ti.
One possibility in such a situation is the logistic regression
model and the other is the probit analysis.

Probit analysis has been discussed in detail by Finney
(7) and Busvine (4). Here we mainly emphasize on Logit
analysis.

The probit and logit analysis provide bit similar results
but logit is easier to use. The probit analysis uses the dis-
tribution function of normal distribution which can not be
written in the simple form as we have for the logistic distri-
bution.
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Some studies, regarding different aspects of logistic
regression have been carried out by Berkson (2,3), Busvine
(4), Finney (7), McCullagh and Nelder (8), Albert (1), Carroll
and Spiegelman (6), Byron and Morgan (5), Wang (9),
Wilson and Worcester (10) and Worcester and Wilson (11).

The equation (1) above contains two parameters and
these can be estimated using different methods. Each
method will give different values for these parameters
which ultimately affect the LD50 and its interval estimates
as LD50 = - α/β. It looks sensible to see the point and
interval estimation of α and β by using the following four
methods taking examples with different number of con-
centrations and subjects. Here LD50 is log LD50 and we
will carry on writing LD50 for log LD50. Antilog of this LD50
will be the dose of the drug in original units. In probit
analysis LD50 is calculated as LD50 = (5 - α)/β.

METHODOLOGY
The methods of estimation of parameters in logistic regres-

sion are 

1. Ordinary least-squares (OLS).

2. Method of moments (MOM).

3. Weighted least-squares (WLS).

4. Maximum likelihood (ML).

In the least squares, the estimates are calculated using rela-

tion (1) with ti as fixed variable and

as response variable. In this relation, θi, is estimated by xi /ni

where xi is number of insects killed out of total of ni used for a

dose ti. It should be clear that the method of moments gives rise

to the same normal equations as the least squares and ulti-

mately the same values of α, β and LD50.

To estimate α and β by using weighted least squares, the

weights are calculated by relation.

wi = ni pi ( 1-pi )

where

The estimates can be obtained by using weighted least

squares manually or Minitab package can be used with the

weights as above, the given values of ti as explanatory variable

and the 

as response variable.

To get the values of α and β using likelihood method, follow-

ing procedure is adopted.

The likelihood using equation (2) and data ( xi, ni, ti ); = 1,

….., k doses is

Let In. Lik ( θ, x) = 1 ( θ , x) or simply 1, then

To obtain the maximum likelihood estimators from the likeli-

hood function 1, the partial derivatives w.r.t α and β are                  

As equations (3) and (4) can not be solved explicitly, so are

solved numerically using modified Newton-Raphson method.

The approximate interval for LD50 using the above methods

are as follows.

As LD50 is a non-linear function, its variance is approximated

using Taylor series.

The approximate interval estimate of LD50 when estimates

of α and β are by ordinary least squares is 

The approximate interval for LD50 using weighted least

squares is 
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where

The interval estimate using MLE is   

where

and [K(x)]-1 is the information matrix

Here, 1 is likelihood function

RESULTS AND DISCUSSION
Three practical examples with different situations are

taken. The data given in appendix has been taken from
Entomology Department of University of Agriculture
Faisalabad. The first example has 4 concentrations and
each concentration is used for 20 insects i.e. ni = 20; the

second example has 6 concentrations and 60 insects per
concentration and the third example has 5 concentrations
and 10 insects per concentration.

The methods applied to estimate α and β, LD50 and
approximate interval estimates. Results are given in
Tables 1, 2 and 3.

It is clear from Table 1 that LD50 is same uptil four dec-
imal places using MLE and WLS estimates of α and β. As
a whole the values of LD50 agree by the probit and logit
analysis. The intervals also overlap.

It is clear from the Table 2 that the LD50 is almost
same by logit analysis using the estimates
WLS and MLE and these values are also close to LD50
estimated by probit analysis.

The confidence interval for LD50 in logit analysis over-
lap by using any of the estimates of α and β and also
agree with the interval estimate of probit.

The LD50 using OLS is different from others and the
interval estimate is also wider as compared with all the
other interval estimates.

The Table 3 indicates that all the methods give almost
same values of estimates of α and β in logit analysis. The
intervals for LD50 are very close by using MLE or WLS in
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Method Estimates of Parameters

Logit LD50 C.I. for LD50

OLS -1.2236 4.7573 0.2572 (0.1362, 0.3782)

WLS -1.2307 4.9186 0.2501 (0.1303, 0.3700)

MLE -1.2382 4.9480 0.2501 (0.1257, 0.3752)

Probit 4.2776 2.8285 0.2554 (0.1325, 0.3783)

Table 1: Comparison of estimates by logit and probit analyses for

example 1.

Method Estimates of Parameters

Logit LD50 C.I. for LD50

OLS 0.3653 2.6459 -0.1381 (-0.2316, -0.0455)

WLS 0.4231 2.5438 -0.1663 (-0.2618, -0.0708)

MLE 0.4249 2.5824 -0.1645 (-0.2597,  -0.0693)

Probit 5.2476 1.5572 -0.1527 (-0.2411, -0.0642)

Table 2: Comparison of estimates by logit and probit analyses for

example 2.
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logit analysis and are also close to probit analysis. The
interval estimate for LD50 using OLS is very wide and is
quite different from the other interval estimates.

It can be concluded from these examples that the
logistic regression analysis gives quite good results when
using weighted least squares method. The intervals are
usually shorter and sensible. On the basis of point and
interval estimates it is suggested that weighted least
squares method in logit analysis should be preferred in
such bioassay situations.
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APPENDIX: The data taken from the dept. Entomology
University of agriculture Faisalabad (Pakistan).

EXAMPLE I: Conc (%) ni xi
0.01 20 4
0.02 20 12
0.04 20 17
0.08 20 19

EXAMPLE II: Conc ni xi
0.12 60 5
0.25 60 15
0.50 60 27
1.00 60 39
2.00 60 45
4.00 60 51

EXAMPLE III : Conc ni xi
0.0018 10 1
0.0022 10 3
0.0026 10 5
0.0030 10 7
0.0034 10 8
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Method Estimates of Parameters

Logit LD50 C.I. for LD50

OLS 33.510 12.9720 -2.5833 (-5.5225, 0.3560)

WLS 32.958 12.7507 -2.6632 ( -2.7776,-2.5488)

MLE 33.048 12.7857 -2.5848 (-2.6413, -2.5283)

Probit 24.9044 7.6997 -2.5851 (-2.6348,-2.5354)

Table 3: Comparison of estimates by logit and probit analyses for

example 3.
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