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Humanity, since its beginnings, has had to struggle 
with epidemics such as the Black Death, the Spanish 

flu, and cholera.[1] Coronavirus, which emerged at the be-
ginning of the 21st century, became a global health issue 
due to the COVID-19 disease it caused in 2019. The SARS-
CoV-2 virus first appeared in December 2019 in the city of 
Wuhan, China's Hubei province. This virus is an RNA virus 

that causes severe acute respiratory distress. It is a virus 
that can be transmitted from person to person by drop-
let transmission or contact with an infected individual, 
causing severe damage or fatal consequences in humans.
[2] The World Health Organization declared COVID-19 a 
global pandemic because it affected the entire world and 
threatened human life.[3]

Objectives: In the study, COVID-19 data comprising the nominal gross domestic product values of the G-20 countries 
for 2019 and the cumulative number of deaths, the cumulative number of patients, the number of people who died 
due to the disease per day, and the number of people who contracted the disease per day were used. The nominal 
gross domestic product values per capita comprise 12 categories, 20 countries, and 5 continents. 
Methods: In the study, prediction models that provide the highest performance were obtained by using machine 
learning methods, such as Random Forest, KNearest Neighbor (KNN), and Boosting classification algorithms. The pre-
dictability results of the models created were 54% for the Boosting algorithms, 80% for the KNN algorithm, 29% for the 
Linear Discriminant Algorithm, and 86% for the Random Forest algorithm.
Results: The descending order of performances for the models is Random Forest, KNN, Boosting, and Linear Discrimi-
nant algorithms. 
Conclusion: Aligned to these results, Random Forest and KNN algorithms showed satisfactory results in estimating 
the nominal gross domestic product values based on the estimators of cumulative number of deaths, the cumulative 
number of patients, the number of people who died daily due to the disease, and the daily number of people infected 
with the disease.
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There is no reliable clinical feature and diagnostic method 
that differentiates COVID-19 from other respiratory infec-
tions. A study shows that the most common symptoms in 
the first stage of the disease were fever in 98%, cough in 
76%, and weakness or fatigue in 44% of the cases. As atypi-
cal symptoms, 28% of the patients had phlegm, 8% had 
headache, 5% had hemoptysis, 3% had diarrhea, and near-
ly half experienced shortness of breath.[4] Previous studies 
show that the effects of the COVID-19 virus last approxi-
mately a month in typical patients, with a maximum of 15 
days of incubation and 15 days of treatment.[5]

Machine learning and artificial intelligence applications 
play an important role against the COVID-19 pandemic. 
The Center for Disease Control (CDC) and the World Health 
Organization (WHO) have started to use these technologies 
to find a long-term solution to coronavirus and process the 
vast amount of data that emerged with the pandemic.[2] 
It turned out that the best solution to the health crisis is 
technologies such as machine learning and artificial intel-
ligence.
As machine learning gains experience, its accuracy and ef-
ficiency improve, and since it is a predictive discipline, it 
produces consistent results based on the available data. 
This ensures better results and low-error predictions for 
the future. Many studies that find the relationship between 
dependent and independent variables and clarify this rela-
tionship with performance metrics have been conducted 
using machine learning methods. Via these studies, there 
was an evaluation process on machine learning methods 
by making future global or regional predictions. It conclud-
ed that the difference in the ratios of the data, training, and 
test sets was because they vary according to the research 
conduct area.[6]

Predicting the risks that may arise for the countries during 
the pandemic is crucial for the state administrators to take 
the necessary precautions. One of the most significant fac-
tors affecting the size of the epidemic in countries is un-
doubtedly the countries` nominal gross domestic product 
values.
This study aims to determine the performance criteria 
through machine learning algorithms by using the nominal 
gross domestic product values of the G-20 countries and 
the total death, total patient, daily death, and daily case 
data during the COVID-19 pandemic. For this study, we 
used classification algorithms, such as the Random Forest, 
KNN, Boosting, and Linear Discriminant methods.
We constructed an estimation model for nominal gross 
domestic product values by using these classification al-
gorithms, based on the cumulative number of deaths, the 
cumulative number of patients, the number of daily deaths, 
and the number of daily cases.

Methods
In this study, we examined the COVID-19 related data on the 
cumulative number of deaths, the cumulative number of pa-
tients, the number of daily deaths, and the number of daily 
cases of the G-20 countries according to the 2019 nominal 
gross domestic product categories. Nominal gross domestic 
product values per capita are classified in 12 categories; $20 
trillion and more, $10-20 trillion, $5-10 trillion, $1-$5 trillion, 
$750 billion-1 trillion, $500-$750 billion, $250-$500 billion, 
$100-$250 billion, $50-100 billion, $25-50 billion, $5-25 bil-
lion, and less than $5 billion. The G-20 countries are Germa-
ny, the United States of America, Argentina, Australia, Brazil, 
China, Indonesia, France, South Africa, South Korea, India, 
the United Kingdom, Italy, Japan, Canada, Mexico, Russia, 
Saudi Arabia, Turkey, and the European Union. It comprises 
the continents of Europe, America, Oceania, Asia, and Africa.

Classification Algorithms:
For this study, we used classification algorithms of the ma-
chine learning methods, such as the Random Forest, KNN, 
and Boosting methods. Determining the performance cri-
teria of the COVID-19 data of the countries according to the 
nominal gross domestic product categories with these al-
gorithms and combining the predictions produced by the 
models' data set increases the accuracy.

The Random Forest Algorithm can be used in both classi-
fication and regression problems. For classification prob-
lems, this algorithm works as follows: The classifier takes 
the input vector, classifies it with every tree in the forest, 
and outputs the class label that takes the majority of the 
proposition. In a regression case, the classifier's response is 
the average of the responses over all trees in the forest. All 
trees were trained with the same parameters but with dif-
ferent training sets. At each node of all trees, all variables 
are used to find a subset of them, not to find the best split. 
A new subset is created at each node. There is no need for a 
separate test set for estimating the training error in random 
trees, because the error is estimated during training.

In the random forest method, bagging and random vari-
able selection are used simultaneously. Each new training 
set is sampled with replacement from the original train-
ing set. Then a tree is grown on the new training set using 
random variable selection. Pruning does not take place on 
the grown trees. Studies show that selecting pruning meth-
ods, not variable selection criteria, affects the performance 
of tree-based classifiers. There are two reasons bagging is 
not used. First, using bagging appears to increase accuracy 
when random variable selection is used, and the second is 
the calculation of out-of-bag errors (OOB). The absence of 
pruning made random forest more appropriate than other 
decision tree methods.
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In the Random Forest Classification algorithm, the Mean 
Decrease in Accuracy and the Total Increase in Node Purity 
are the two different values calculated for the variables. 
As these values get closer to 1, the importance of the vari-
able increases, and as it decreases, the variable becomes 
less important. It is ensured that we determine the variable 
that helps us make the best classification in our estimation. 
As a result, the usability of the variable for the model is ex-
amined.

KNN algorithm is one of the most known and used algo-
rithms among machine learning algorithms. Classification 
is made using the shortest distance between the selected 
value and the closest preexisting value. The Euclidean dis-
tance is used to determine the distances between values, 
according to the following formula;

After calculating the Euclidean distance values, the values 
are sorted according to their distances, and assigned to the 
appropriate class.

The Bootstrap algorithm is a sampling process comprising 
the application of estimators to the bootstrap samples ob-
tained from the original dataset. Here bootstrap is a proce-
dure used to generate sub-samples by making a random 
sampling with replacement. The amount of data in the 
generated sub-sample will be the same as in the original 
data set. Therefore, some variables are not included in the 
samples created as a result of bootstrap, while some can 
be seen more than once. In the consolidation phase of the 
estimations, the results in the classification trees are deter-
mined by voting, while the mean result is taken for the re-
gression trees. With this algorithm, the predictive validity 
of inconsistent predictive variables can also be increased, 
by using variables with a low amount of bias and high vari-
ance. According to the experimental results, the Bagging 
algorithm gives effective results.

The Boosting algorithm is an estimation process consist-
ing of giving different weights to the data set and run-

ning them through the collection of trees. At first, the 
entire dataset is weighted equally, then as the tree en-
semble grows, it is weighted based on the knowledge 
of the problem. In the weighting process, the weight 
of the mis-classified observations is increased, and the 
weights of the less mis-classified observations are de-
creased. With this method, the self-regulation of trees is 
improved.
For model classification, some criteria evaluate perfor-
mance and measure success. The confusion matrix is used 
to calculate these criteria. The confusion matrix is a 2x2 ma-
trix that gives information about the accuracy of the predic-
tions. To measure model performance, this matrix is created 
by comparing the predicted values with the actual values. 
This matrix is as in Table 1.
The effectiveness of the classification system in predicting 
positive class labels is defined as sensitivity. Sensitivity is 
the ratio of correctly classified positive samples to the total 
number of positive samples.[7]

The effectiveness of the classification system in predicting 
negative class labels is defined as specificity. Specificity is 
the ratio of correctly classified negative samples to the total 
number of negative samples.[7]

The Accuracy rate is also a metric method for evaluating 
classification models that determines how efficient the 
classification model is. The higher the percentage of accu-
racy, the better the classification model works.[7]

The Precision rate is the ratio of the correctly predicted 
positive class value to all positively predicted class val-
ues.[7]

Table 1. The Confusion Matrix

			   Predicted Classification

		  Positive (P)		  Negative (N)

Actual Classification	
	 True (T)	 TP		  FN
		  (True Positive Classification)		  (False Negative Classification)
	 False (F)	 FP		  TN
		  (False Positive Classification)		  (True Negative Classification)
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The F1 Score, used to evaluate the sensitivity and preci-
sion criteria together, is the harmonic mean of these two 
criteria.[7]

The ROC (Receiver Operating Characteristic) curve is used 
to determine the accuracy of our model. While creating 
this curve, the AUC (Area Under Curve) value is calculated 
as well. This value tells how well the model can distinguish 
the classes. The closer the AUC value is to 1, the better the 
model's performance. The lowest value this value can take 
is 0.5.[7]

The ROC curve is drawn by determining and meeting the 
intersection points of sensitivity values on the y-axis, and 
(1- Specificity) values on the x-axis.[7]

The values given above are determined for all classes and 
the results are evaluated according to all classes. Based on 
these values, the model will be evaluated.
In the Random Forest Classification algorithm, the Mean 
Decrease in Accuracy and the Total Increase in Node Purity 
are the two different values calculated for the variables. As 
these values get closer to 1, the importance of the variable 
increases, and as it decreases, the variable becomes less im-
portant. It is ensured that we determine the variable that 
helps us make the best classification in our estimation. As 
a result, the usability of the variable for the model is exam-
ined.[8]

Results
In this study, we examined the cumulative number of 
deaths, the cumulative number of patients, the number 
of daily deaths, and the number of daily cases since the 
beginning of the pandemic in 2019, for two years and two 
months, according to the nominal gross domestic prod-
uct values of the G-20 countries, by using machine learn-
ing classification algorithms such as the Boosting, KNN, 
Linear Discriminant, and Random Forest methods. The 
evaluation results of these algorithms are given in this 
section.[9-14]

Boosting Algorithm
For the dataset, we used data collected through 792 days 
(between January 3, 2020, and March 4, 2022) in the G-20 
countries such as Germany, United States, Argentina, Aus-
tralia, Brazil, China, Indonesia, France, South Africa, South 

Korea, India, England, Italy, Japan, Canada, Mexico, Russia, 
Saudi Arabia, and Turkey. Using the Hold-out method, 20% 
of the data set was randomly selected and used for the 
testing set, 20% for validation, and the remaining for the 
training set. Accordingly, the model evaluation results are 
given in Table 2.

For the Boosting classification algorithm, the Shrinkage 
pruning parameter, which prevents excessive expansion 
of the tree, was determined as 0.100 for this study. The 
Validation Accuracy value obtained by dividing the num-
ber of units in the validation set by the number of correct-
ly predicted units was found to be approximately 4.8%. 
Test accuracy obtained in the same way in the test set was 
found to be 5.1%. In the model obtained with these re-
sults, a low prediction accuracy rate of 54% was obtained 
for the Boosting classification algorithm. Accordingly, the 
resulting confusion matrix is presented in Table 3.

According to the results obtained in Table 3, the highest 
predictable the countries are those with Nominal Gross 
Domestic Product Values in the $14,860,775 Million (high 
income) band, while the lowest predictable countries are 
those with Nominal Gross Domestic Product Values in 
the $1,088,768 Million and $382,760 Million (low income) 
band.

According to Table 4, the overall Precision rate of the 
model was 58.5%, the Sensitivity rate was 54.5%, the F1 
score was 54.4%, and the AUC was 90.1%. These values 
show that our model has a predictive ability above the 
standard, although not very high. The countries with the 
highest estimation ability according to the performance 
metrics of the Boosting classification algorithm are those 
with a Nominal Gross Domestic Product Value of more 
than $2,500.00 Million in income. It is seen in Table 4 that 
the performance metrics of the countries with less than 
$750.00 million are low. In other words, predictability 
increases as Nominal Gross Domestic Product Values in-
crease, while predictability decreases as Nominal Gross 
Domestic Product Values decrease.

According to Table 5 is, the most important variable in the 
model's estimation is the cumulative number of deaths. 
The effect of this variable in the model was 46.5%. Other 
variables are listed in a decreasing order of importance as 
the cumulative number of patients, the number of daily 
cases, and the number of daily deaths. Although the cu-
mulative number of patients and the number of daily cases 

Table 2. Boosting Classification Algorithm Model Evaluation

Optimum Tree Number	 Shrinkage	 Validation Accuracy	 Test Accuracy

100	 0.100	 0.048	 0.051
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were related variables, no negative effect was shown on 
the model. This shows that machine learning methods en-
able us to get more effective results than classical methods 
by making predictions in three phases comprising testing, 
training and validation.

K-Nearest Neighbor (KNN) Algorithm
A model for a classification process via the KNN classifica-
tion algorithm is built by choosing the closest points rep-
resenting a value to each other. In this study, the Euclidean 
distance formula was used to determine the nearest neigh-
bor. We used the rectangular weighting method obtained 
by weighting each neighbor 1/Euclidean distance. Accord-
ingly, the model evaluation results obtained are given in 
Table 6.

The Validation Accuracy value obtained by dividing the 
number of units in the validation set for the KNN classi-
fication algorithm by the number of correctly predicted Ta
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Table 4. Boosting Classification Algorithm Model Performance 
Metrics

		  Precision	 Sensitivity	 F1	 AUC

282.588 Million $	 0,568	 0,472	 0,515	 0,831
382.760 Million $	 0,656	 0,233	 0,344	 0,820
649.436 Million $	 0,524	 0,424	 0,469	 0,920
680.897 Million $	 0,631	 0,693	 0,660	 0,930
1.040.372 Million $	 0,864	 0,725	 0,788	 0,938
1.088.768 Million $	 0,550	 0,306	 0,393	 0,862
1.334.688 Million $	 0,470	 0,591	 0,524	 0,933
1.363.767 Million $	 0,646	 0,516	 0,573	 0,906
1.464.078 Million $	 0,400	 0,412	 0,406	 0,881
1.586.786 Million $	 0,448	 0,583	 0,507	 0,947
1.600.264 Million $	 0,511	 0,712	 0,595	 0,917
1.848.222 Million $	 0,759	 0,564	 0,647	 0,877
2.551.451 Million $	 0,532	 0,450	 0,487	 0,853
2.592.583 Million $	 0,670	 0,564	 0,612	 0,875
2.638.296 Million $	 0,336	 0,986	 0,501	 0,995
3.780.553 Million $	 0,589	 0,368	 0,453	 0,869
4.910.580 Million $	 0,304	 0,381	 0,338	 0,883
14.860.775 Million $	 0,914	 0,876	 0,894	 0,951
20.807.269 Million $	 0,729	 0,570	 0,639	 0,927
Total	 0,585	 0,545	 0,544	 0,901

Table 5. Predictive Significance of Boosting Classification 
Algorithm

		  Relative Impact

Cumulative Number of Deaths	 46,532
Cumulative Number of Patients 	 25,210
Number of Daily Deaths	 14,123
Number of Daily Cases	 14,135
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units was found to be approximately 74.1%. Test accu-
racy obtained in the same way in the test set was found 
to be 80.9%. In the model obtained with these results, a 
high estimation accuracy rate of 80% was obtained for 
the KNN classification algorithm. Accordingly, the confu-
sion matrix is presented in Table 7.

According to the results obtained in Table 7, the predict-
ability of Nominal Gross Domestic Product Values at all lev-
els is high. In other words, it has been seen that the KNN 
Classification Algorithm is an algorithm that allows us to 
obtain high-accuracy predictions.

According to Table 8, the overall Precision rate of the model 
was 82.8%, the Sensitivity rate was 80.9%, the F1 score was 
81.3% and the AUC was 89.8%. These values show that our 
model has a high predictive ability. According to KNN clas-
sification algorithm performance metrics, countries have 
a high estimation ability for all Nominal Gross Domestic 
Product Values. In the KNN algorithm, there is no evalua-
tion of the estimators.

Linear Discriminant Algorithm (LDA)
LDA is a classification method that aims to find the 
p-1 components that make the best discrimination be-
tween the classes in the target variable. The Linear Dis-
criminant is a linear classifier, meaning that the decision 
boundaries between classes are linear. In this study, the 
Method of Moments was used to determine the Linear 
Discriminant. Accordingly, the model evaluation results 
are given in Table 9.

For the Linear Discriminant classification algorithm, the 
Test Accuracy value, obtained by dividing the number 
of units in the test set by the number of correctly pre-
dicted units, was found to be approximately 28%. In the 
model, obtained with these results, the low prediction 
accuracy of 29% was obtained for the KNN classification 
algorithm. Accordingly, the confusion matrix is present-
ed in Table 10.

According to the results in Table 10, the highest predict-
able countries are those whose Nominal Gross Domes-
tic Product Values are in the bands of 1.586.786 Million 
$ and 1.600.264 Million $. The countries with Gross Do-
mestic Product Values in the bands of 680.897 Million $, 
1.088.768 Million $, 1.334.688 Million $, 2.638.296 Million 

Table 6. KNN Classification Algorithm Model Evaluation

Nearest	 Weighting	 Distance	 Validation	 Test 
Neighbor (K)			   Accuracy	 Accuracy

1		  Rectangular	 Euclidean	 0,741	 0,809 
			   Distance
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$, 3.780.553 Million $, and 14.860.775 Million $ have a 
low predictability. This shows that the Linear Discriminant 
Classification Algorithm did not give an efficient result for 
our study.

According to Table 11, the overall Precision rate of the mod-
el is 32.5%, the Sensitivity rate is 28%, the F1 score is 25.4%, 
and the AUC is 72.2%. These values show that our model 
is running poorly due to its inability to estimate countries 
with Nominal Gross Domestic Product Values in the bands 
of $680,897 Million, $1,088,768 Million, $2,638,296 Million, 
and $14,860,775 Million.

Random Forest Algorithm
In the Random Forest classification algorithm, 100 trees 
were produced in the model and it was determined that 
the 73rd tree gave the most appropriate result. The valida-
tion accuracy obtained from the explanatory variables in 
the validation set and the target variable in this tree was 
85.1%, the test accuracy in the test set was 85.3%, and the 
out-of-bag accuracy rate of the model between the test 
and the training set was 83.3%. According to these results, 
a high accuracy rate was obtained between the training 

Table 8. KNN Classification Algorithm Model Performance Metrics

		  Precision	 Sensitivity	 F1	 AUC

282.588 Million $	 0,762	 0,690	 0,724	 0,839
382.760 Million $	 0,721	 0,624	 0,669	 0,806
649.436 Million $	 0,505	 0,958	 0,661	 0,951
680.897 Million $	 0,940	 0,834	 0,884	 0,916
1.040.372 Million $	 0,945	 0,836	 0,887	 0,917
1.088.768 Million $	 0,784	 0,768	 0,776	 0,879
1.334.688 Million $	 0,796	 0,792	 0,794	 0,890
1.363.767 Million $	 0,872	 0,837	 0,854	 0,915
1.464.078 Million $	 0,846	 0,863	 0,854	 0,927
1.586.786 Million $	 0,865	 0,875	 0,870	 0,933
1.600.264 Million $	 0,841	 0,824	 0,833	 0,908
1.848.222 Million $	 0,895	 0,815	 0,853	 0,905
2.551.451 Million $	 0,767	 0,718	 0,742	 0,852
2.592.583 Million $	 0,858	 0,874	 0,866	 0,933
2.638.296 Million $	 0,930	 0,774	 0,845	 0,886
3.780.553 Million $	 0,675	 0,699	 0,687	 0,841
4.910.580 Million $	 0,778	 0,799	 0,788	 0,893
14.860.775 Million $	 0,969	 0,906	 0,936	 0,952
20.807.269 Million $	 0,949	 0,833	 0,887	 0,915
Total	 0,828	 0,809	 0,813	 0,898

Table 9. Linear Discriminant Classification Algorithm Model 
Evaluation

Linear Discriminant	 Method	 Test Accuracy

4		  Method of Moments	 0,280
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data set and the test data set, and it can be said that our 
model has a high accuracy.

There was a high estimation accuracy rate of 86% for the 
Random Forest classification algorithm is this model. Ac-
cordingly, the confusion matrix is presented in Table 14.

According to the results in Table 14, the predictability of 
Nominal Gross Domestic Product Values at all levels is high. 
In other words, Random Forest Classification Algorithm is 
an algorithm that allows us to obtain high-accuracy esti-
mations.

Table 11. Linear Discriminant Classification Algorithm Model 
Performance Metrics

		  Precision	 Sensitivity	 F1	 AUC

282.588 Million $	 0.210	 0.168	 0.186	 0.542
382.760 Million $	 0.102	 0.065	 0.080	 0.503
649.436 Million $	 0.649	 0.574	 0.609	 0.856
680.897 Million $	 NaN	 0.000	 NaN	 0.730
1.040.372 Million $	 0.911	 0.516	 0.659	 0.831
1.088.768 Million $	 0.135	 0.043	 0.065	 0.653
1.334.688 Million $	 NaN	 0.000	 NaN	 0.820
1.363.767 Million $	 0.561	 0.527	 0.544	 0.859
1.464.078 Million $	 0.193	 0.343	 0.247	 0.720
1.586.786 Million $	 0.162	 0.887	 0.274	 0.807
1.600.264 Million $	 0.148	 0.750	 0.248	 0.580
1.848.222 Million $	 0.264	 0.313	 0.287	 0.733
2.551.451 Million $	 0.330	 0.170	 0.224	 0.520
2.592.583 Million $	 0.783	 0.351	 0.484	 0.849
2.638.296 Million $	 NaN	 0.000	 NaN	 0.939
3.780.553 Million $	 0.111	 0.020	 0.034	 0.518
4.910.580 Million $	 0.793	 0.149	 0.251	 0.705
14.860.775 Million $	 NaN	 0.000	 NaN	 0.696
20.807.269 Million $	 0.846	 0.543	 0.662	 0.850
Total	 0.325	 0.280	 0.254	 0.722

Table 12. Predictive Significances of Linear Discriminant 
Classification Algorithm

		  LD1	 LD2	 LD3	 LD4

(Constant)	 0,001	 -0,002	 0,004	 0,007
Number of Daily Cases	 -0,041	 -0,160	 1,279	 -0,537
Number of Daily Deaths	 0,660	 0,263	 -0,980	 -0,832
Cumulative Number of Patients	 -1,447	 3,228	 -0,783	 0,496
Cumulative Number of Deaths	 2,400	 -2,616	 0,797	 0,586

Table 13. Random Forest Classification Algorithm Model 
Evaluation

Tree 	 Predictors	 Validation	 Test	 OOB 
	 per split	 Accuracy	 Accuracy	 Accuracy

73	 2	 0,851	 0,853	 0,883
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According to Table 15, the overall Precision rate of the model 
was 88.2%, the Sensitivity rate was 85.3%, the F1 score was 
86.1%, and the AUC was 95.7%. These values show that our 
model has a high predictive ability. According to Random 
Forest classification algorithm performance metrics, coun-
tries have a high estimation ability for all Nominal Gross 
Domestic Product Values. In the Random Forest algorithm, 
there is no evaluation of the estimators. Random Forest is 
the algorithm we get the best result in our procedures.

According to Table 16, the Mean Decrease In Accuracy 
was evaluated to measure the effect of each variable on 
the accuracy of the Random Forest model. As a result, the 
most important variable for the accuracy of the Random 
Forest model was determined as the cumulative number 
of patients. The Total Increase In Node Purity indicates 
which variable is more important in determining the 
classes. As a result, the most important variable in class 

determination was determined as cumulative number of 
patients. In other words, the cumulative number of pa-
tients is the most important variable in determining the 
Nominal Gross Domestic Product Values. Other variables' 
importance is listed in a descending order of importance 
as cumulative number of deaths, number of daily cases, 
and number of daily deaths.

Discussion and Conclusion
At the beginning of the studies on the Covid-19 pan-
demic, the modeling of the course of the disease draws 
attention. The modeling of the disease's course is crucial 
to help country leaders to decide and enact the proper 
measures, interventions and treatment protocols. In this 
study, we evaluated the statistics of the countries where 
COVID-19 cases emerged earlier than in our country and 
our current situations in terms of various statistics.

Predicting the risks that may arise for the countries during 
the pandemic is critical for the state administrators to take 
the necessary precautions. One of the crucial factors affect-
ing the size of the epidemic in countries is undoubtedly the 
countries` nominal gross domestic product values.

As a result of this study, we determined the performance 
criteria for G-20 countries during the COVID-19 pandemic, 
using machine learning algorithms that processed data 
such as, the nominal gross domestic product values of 
the countries and daily data on active cases, new cases, 
new recoveries and new deaths. For this study, we used 
classification algorithms, such as the KNN, Boosting, Lin-
ear Discriminant, and Random Forest methods. We can 
conclude that the latter is an algorithm that allows us to 
obtain high-accuracy predictions.

The models created may enable a high-accuracy estima-
tion of the number of active cases, new cases, new recovery 
and new deaths in the following periods.

It is discerned that, depending on the classification perfor-
mances during the COVID-19 pandemic obtained from our 
study by using the models, the G-20 countries, including 
our country, will estimate the number of active cases, new 
cases, new recoveries and new deaths and take the neces-
sary measures for public health.
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Table 15. Random Forest Classification Algorithm Model 
Performance Metrics

		  Precision	 Sensitivity	 F1	 AUC

282,588 Million $	 0,815	 0,797	 0,806	 0,943
382,760 Million $	 0,826	 0,768	 0,796	 0,942
649,436 Million $	 0,986	 0,837	 0,906	 0,915
680,897 Million $	 0,932	 0,895	 0,913	 0,956
1,040,372 Million $	 0,950	 0,848	 0,896	 0,948
1,088,768 Million $	 0,908	 0,831	 0,868	 0,938
1,334,688 Million $	 0,935	 0,828	 0,878	 0,961
1,363,767 Million $	 0,939	 0,847	 0,890	 0,942
1,464,078 Million $	 0,896	 0,926	 0,911	 0,967
1,586,786 Million $	 0,939	 0,884	 0,911	 0,979
1,600,264 Million $	 0,937	 0,826	 0,878	 0,953
1,848,222 Million $	 0,931	 0,925	 0,928	 0,980
2,551,451 Million $	 0,852	 0,752	 0,799	 0,958
2,592,583 Million $	 0,866	 0,849	 0,857	 0,950
2,638,296 Million $	 0,451	 0,993	 0,621	 0,936
3,780,553 Million $	 0,771	 0,738	 0,754	 0,976
4,910,580 Million $	 0,865	 0,891	 0,878	 0,988
14,860,775 Million $	 0,978	 0,930	 0,953	 0,988
20,807,269 Million $	 0,962	 0,877	 0,918	 0,959
Total	 0,882	 0,853	 0,861	 0,957

Table 16. Predictive Significances of Random Forest Classification 
Algorithm

		  Mean Decrease	 Total Increase 
		  in Accuracy	 in Node Purity

Cumulative Number of Patients 	 0,473	 0,476
Cumulative Number of Deaths	 0,405	 0,447
Number of Daily Cases	 0,186	 0,251
Number of Daily Deaths	 0,182	 0,211
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