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Abstract 
Objectives: The study aims to evaluate the accuracy of answers to frequently asked questions (FAQ) about the 

impact of radiation during pregnancy on websites, ChatGPT, Copilot, and Bard. Secondly, to assess the 

readability and understandability of answers. 

Materials and Methods: The answers to these questions were scored in terms of accuracy (completely correct, 

partially correct, incorrect). The Automated Readability Index (ARI), Flesch Reading Ease (FRE), and Gunning 

Fog Readability (GFR) scores were calculated. The understandability score was assessed using the Patient 

Education Materials Assessment Tool (PEMAT). 

Results: The accuracy was calculated as 100% for the websites, 66.67% for ChatGPT, 73.33% for Copilot, and 

93.33% for Bard. Readability scores ranking was ChatGPT (ARI=16.15, FRE=24.47, GFR=20.52), Copilot 

(ARI=14.00, FRE=37.60, GFR=18.27), websites (ARI=13.59, FRE=43.67, GFR=15.56), Bard (ARI=10.92, 

FRE=48.73, GFR=14.86). ChatGPT's readability was statistically the most challenging. PEMAT 

understandability scores were 79.53% for Bard, below the acceptable limit of 70% for others. 

Conclusion: While the responses from chat tools and websites may be largely accurate, it is observed that they 

are not suitable for patients in terms of readability and understandability. Internet information sources should 

be developed, especially to ensure that the content is understandable by a broad readership. 

Keywords: Artificial intelligence, ChatGPT, Bard, Copilot, Chat Tool, readability. 
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Introduction 

Artificial intelligence (AI)-supported programs are utilized in various fields within the healthcare system, such 

as aiding physicians in diagnosis, determining treatment options, helping patients understand their illnesses, 

and providing answers to their questions. They also contribute to medical education for students.¹,² The 

introduction of ChatGPT into the public sphere in November 2022 has led to increased use of AI resources by 

the community.³ Following the release of ChatGPT, Microsoft Copilot, and Google Bard subsequently entered 

the scene, resulting in a rise in the number of AI-powered chat tools available. These models facilitate 

information access and integration by providing a natural language interface and enabling interactive 

conversations that deliver real-time, instant responses to questions. ⁴ 

As information sources on the internet and people's access to the internet have increased, the rate of patients 

accessing health information online has also risen.⁵ It is known that individuals conduct online research not 

only about their illnesses, symptoms, and treatments but also generally about health information.⁶ ,⁷ The 

positive and negative effects of accessing web-based information about their illnesses by patients have been 

studied in the literature.⁸ Due to the easy accessibility and ability to provide instant responses, AI-powered 

chat tools have become frequently used resources in various fields for information research today.⁹ However, 

due to their novelty, there is not a sufficient number of studies available in the literature about these chat tools. 

Nevertheless, studies in the literature have explored the ability of AI-powered chat tools, especially ChatGPT, 

to respond to specific patient questions and the accuracy of their responses in certain subjects.¹⁰-¹² It is not 

enough for these chat tools to simply respond to questions or provide correct answers. The readability and 

understandability of the answers by patients are also important. While these parameters have been frequently 

studied about websites in the literature,¹⁰ there is limited research in the literature evaluating the readability 

and understandability of AI-powered tool responses.¹¹-¹⁵ 

Most radiological diagnostic methods involve ionizing radiation. However, in pregnant patients, these 

diagnostic modalities may need to be used for diagnostic and therapeutic purposes when necessary. 

Sometimes, patients may have used these modalities without knowing they are pregnant.¹⁶ Therefore, 

pregnant or potentially pregnant patients seek answers to numerous questions regarding which modalities 

involve radiation, what doses can affect the fetus, and what these effects are. The study seeks to assess 

responses to frequently asked questions regarding the impact of radiation during pregnancy on websites, while 

also evaluating the accuracy rates of answers provided by ChatGPT, Copilot, and Bard. Secondly, the readability 

and understandability of both websites and AI-powered chat tool responses will be evaluated from the 

perspective of patients. 
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Materials and Methods 

The study was planned as a methodological study. This study does not require ethics committee approval as it 

does not involve human participants or sensitive personal data. 

Search and accuracy analysis 

A search was conducted on the Google search engine using the keywords "pregnancy radiology exposure 

frequently asked questions." The first 20 websites that appeared in the search results were evaluated. Non-

profit associations and organizations' websites that provided answers to questions related to radiation during 

pregnancy in a question-and-answer format were identified. The questions and answers within these websites 

were recorded, totaling 15 questions. These questions were individually posed to ChatGPT, Copilot, and Bard 

Chat tools. Due to the premium membership requirement of ChatGPT 4o, it was not preferred, and ChatGPT 4 

was chosen as it is freely accessible to everyone and easily accessible for patients. To avoid influencing the 

dialogue, each question was asked in a new tab, and the responses were recorded. The answers to each question 

were randomly recorded in a single document without indicating the source. All parameters related to the 

answers were evaluated by an observer with no knowledge of the sources, possessing 8 years of experience in 

the field of radiology and 4 years of ongoing work in medical education (Appendix A). 

Appendix A. Websites accessed as a result of an internet search 

1 https://www.iaea.org/resources/rpop/health‐professionals/radiology/pregnant‐women 

2 https://hps.org/physicians/radiology_pregnant_patient_qa.html 

3 https://www.aafp.org/pubs/afp/issues/1999/0401/p1813.html 

4 https://www.cdc.gov/nceh/radiation/emergencies/prenatalphysician.htm 

5 https://www.beaumont.org 

6 https://4rai.com/2016/06/08/radiology‐imaging‐and‐pregnancy‐what‐you‐need‐to‐know/ 

7 https://www.cdc.gov/nceh/radiation/pregnant‐and‐children.html 

8 https://www.epa.gov/radiation/frequent‐questions‐radiation‐medicine 

9 https://www.mayoclinic.org/healthy‐lifestyle/pregnancy‐week‐by‐week/expert‐answers/x‐ray‐during‐pregnancy/faq‐20058264 

10 https://www.ehs.washington.edu/radiation/radiation‐exposure‐during‐pregnancy 

11 https://www.acog.org/clinical/clinical‐guidance/committee‐opinion/articles/2017/10/guidelines‐for‐diagnostic‐imaging‐during‐
pregnancy‐and‐lactation 

12 https://ehs.virginia.edu/Radiation‐Safety‐Pregnancy.html 

13 https://www.aapm.org/org/policies/documents/CARES_FAQs_Patient_Shielding.pdf 

14 https://www.purdue.edu/ehps/rem/laboratory/Personal/preg.html 

15 https://aci.health.nsw.gov.au/networks/eci/clinical/ed‐factsheets/medical‐imaging‐in‐pregnancy 

16 https://www.sor.org/learning‐advice/professional‐body‐guidance‐and‐publications/documents‐and‐publications/policy‐
guidance‐document‐library/inclusive‐pregnancy‐status‐guidelines‐for‐ionising 

17 https://www.rch.org.au/kidsinfo/fact_sheets/Radiation_and_pregnancy/ 

18 https://www.acr.org/‐/media/acr/files/practice‐parameters/pregnant‐pts.pdf 

19 https://www.insideradiology.com.au/radiation‐risk‐preg/ 

20 https://kidshealth.org/en/parents/xray‐pregnancy.html 

https://www.beaumont.org/
https://www.mayoclinic.org/healthy-lifestyle/pregnancy-week-by-week/expert-answers/x-ray-during-pregnancy/faq-20058264
https://ehs.virginia.edu/Radiation-Safety-Pregnancy.html
https://www.sor.org/learning-advice/professional-body-guidance-and-publications/documents-and-publications/policy-guidance-document-library/inclusive-pregnancy-status-guidelines-for-ionising
https://www.sor.org/learning-advice/professional-body-guidance-and-publications/documents-and-publications/policy-guidance-document-library/inclusive-pregnancy-status-guidelines-for-ionising
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The accuracy of the answers was assessed on a scale of 2 for "completely correct," 1 for "partly correct," 0 for 

"incorrect," and "no answer." The methodology of the article has been illustrated in Figure 1. 

 

Figure 1. The methodology of the article has been illustrated 

Readability scores assessment 

Readability is related to how easy or difficult it is to read a text. Readability depends on factors such as the 

presentation of a text (for example, font choice, font size, spacing, or colors) and its context (such as syllables, 

words, and sentences on the page). Various scoring systems have been developed to assess readability.¹⁷-¹⁹ 

The readability scores of the answers were evaluated using free web-based tools.²⁰ For each answer, 

Automated Readability Index (ARI), Flesch Reading Ease (FRE), and Gunning Fog Readability (GFR) scores 

were calculated. ARI score calculates readability based on the average number of characters per word and the 

average number of words per sentence [ARI = (4.71 * (characters/words)) + (0.5 * (words/sentences)) - 21.43]. 

The target is to obtain a score between 1 and 14 on this index, corresponding to the 14 grades in the United 

States education system. In some cases, scores above 14 can also be obtained, in which case the level is 

classified as college graduate.¹⁷ FRE score is calculated based on the total number of words, sentences, and 

syllables in a text [FRE = (206.835 - (1.015 * (words/sentences)) - (84.6 * (syllables/words))]. According to 

this index, the most readable texts are those with shorter sentences and words. The scores obtained from the 
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FRE index are expressed as 90-100 very easy, 80-89 easy, 70-79 fairly easy, 60-69 standard, 50-59 fairly 

difficult, 30-49 difficult, and 0-29 very confusing.¹⁸ GFR score is calculated based on the average number of 

words per sentence and the percentage of complex words in the text [GFR = 0.4 * ((words/sentences) + 

(percentage of complex words))]. Complex words are typically defined as words with three or more syllables 

or technical jargon that may be difficult for readers to understand. In this scoring, scores ranging from 6 (sixth 

grade) to 20 (postgraduate plus) are obtained.¹⁹ (Figure 2). 

 

Figure 2. The calculation of readability scores for Google Bards response to the first question 

Understandability score assessment 

From the perspective of patients, understandability is defined as the ability of patient education materials to 

be understood and expressed by individuals with diverse backgrounds and varying levels of health literacy. 

Scales have been developed to assess this, and the most important scale used is The Patient Education Materials 

Assessment Tool (PEMAT).²¹ Therefore, in the study, responses have been evaluated in terms of 

understandability using the PEMAT scale. This scale is designed to evaluate the understandability and 

actionability of patient education materials. It has different instruments for written and audio-visual 

materials.²¹ In this section, considering the answers as patient education materials, the understandability 

scores for written materials were calculated using the PEMAT scale. The actionability part was not evaluated 

since it was deemed inappropriate for the study questions, and the scale includes items related to the necessity 

of visual materials. 

Data Analysis 
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Statistical analysis was conducted using SPSS, version 25.0, for Windows (SPSS Inc., Chicago, IL, USA). 

Descriptive statistics were expressed as mean and standard deviation for continuous data and as percentages 

for categorical data. The Shapiro-Wilk test was employed to assess normality, and the Levene test was used to 

examine the homogeneity of variance. One-way ANOVA was applied to detect interactions between variables, 

and post-hoc tests were performed to conduct pairwise comparisons between groups. The significance level 

(p-value) was set at 0.05 (95% confidence interval) for all tests. 

Results 

Accuracy results 

Through keyword-based searches on the Google search engine, four websites providing information on this 

topic in a question-answer format were found on the first two pages of the search results.²²-²5 When excluding 

repeated questions from these websites, a total of 15 questions were included in the study. The questions are 

provided in Table 1. When assessing the accuracy of the answers to these questions, 100% (15/15) of the 

websites' answers, 66.67% (10/15) for ChatGPT, 73.33% (11/15) for Copilot, and 93.33% (14/15) for Bard 

were considered completely correct. The findings for each answer are summarized in Appendix B. 

Table 1. Questions reached as a result of the website query 

Q Questions 

1 Is there a safe level of radiation exposure from medical x-ray exams for a pregnant patient? 

2 Can radiation cause birth defects? 

3 What are the possible effects of X-rays (for fetus)*? 

4 What is the "10-day rule" (about pregnancy-related radiation exposure)*? 

5 How safe are x-ray exams of the chest and extremities during pregnancy? 

6 What if a patient underwent an abdominal or pelvic x-ray exam before realizing that she was pregnant? 

7 Is it necessary to put a lead apron over my abdomen for X-ray exams (when pregnant)*? 

8 Can I undergo a CT scan while I am pregnant? 

9 Is it important to know if I am pregnant or undergoing a CT scan? 

10 What if a patient underwent an abdomen CT before realizing that she is pregnant?  

11 Can cardiac catheterization be performed on a pregnant patient? 

12 Are there recommendations regarding the termination of pregnancy after radiation exposure? 

13 Can a patient become sterile after undergoing a diagnostic x-ray examination? 

14 What are the effects of radiation exposure in utero? 

15 Is it okay to have an MRI exam for back pain when pregnant? 

*While the expressions in brackets are not expressed on websites, they are added to ensure the integrity of 

meaning in chat tools. 
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Appendix B. Accuracy and Global Quality Score scores of the answers 

  Accuracy 
Questions ChatGPT Copilot Bard Websites 
1 1 2 1 2 
2 2 2 2 2 
3 2 2 2 2 
4 0 2 2 2 
5 1 2 2 2 
6 2 2 2 2 
7 2 2 2 2 
8 1 2 2 2 
9 2 1 2 2 
10 2 1 2 2 
11 2 2 2 2 
12 1 1 2 2 
13 2 2 2 2 
14 2 2 2 2 
15 2 1 2 2 
Mean  1.6 1.73 1.93 2 

 

Readability scores 

Readability scores for all answers are summarized in Table 2. When the average of the readability scores for 

all three measures was considered, the difficulty level was ranked as ChatGPT, Copilot, websites, and Bard. In 

ARI scores for ChatGPT were higher than Bard and websites’ answers (p <0.001, p = 0.001, respectively), and 

scores for Copilot were also statistically higher than Bard scores (p = 0.004). For FRE scores for ChatGPT were 

lower than Bard and website answers (p <0.001, p <0.001, respectively). FRE scores differ from the others, 

with an increase indicating easier readability. For GFR scores for ChatGPT were higher than Bard and website 

answers (p <0.001, p <0.001, respectively), while Copilot scores were also higher than Bard scores (p = 0.014) 

(Figure 3). 

 

Figure 3. Comparison of readability scores among Chat Tools 
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Table 2. Readability scores of the answers. 

Questions ChatGPT     Copilot     Bard     Websites     

  ARI FRE GFR ARI FRE GFR ARI FRE GFR ARI FRE GFR 

1 17,56 12 23,9 19,20 15 23,7 13,03 44 17,9 14,30 30 18,90 

2 17,78 18 20,90 12,01 48 17,20 9,05 49 13,6 9,62 65 11,2 

3 15,20 19 19,00 10,54 57 14,60 6,66 71 10,4 17,25 34 17,8 

4 13,90 46 16,70 17,17 28 21,10 11,15 48 15,3 14,19 36 18,1 

5 15,20 27 20,30 11,36 51 15,30 12,03 46 16 9,64 45 13,9 

6 16,26 24 20,9 14,1 36 19,8 10,2 45 14,9 10,49 49 14,33 

7 15,19 32 18,7 14,9 47 17 13,3 42 16,1 12,14 51 14,9 

8 15,78 37 20,8 11,3 53 16,1 9,69 61 13,6 11,62 52 14 

9 14,82 35 18,2 11,2 48 15,7 12,2 52 16,3 11,16 38 16,8 

10 17,99 20 22,3 16,5 31 20,4 12 57 13,6 10,23 49 14,5 

11 19,75 9 24 15,1 12 21,4 10,1 39 15,5 16,24 39 18,7 

12 15,85 23 20,6 19,7 15 23,2 11,3 37 16 13,55 42 16,5 

13 16,5 20 22,1 11,8 38 18,6 10,7 46 15,3 11,3 45 12,7 

14 16,73 11 21,6 14,9 32 18,1 13,4 28 16,9 16,18 34 18 

15 13,69 34 17,8 10,3 53 11,9 8,99 66 11,5 10,95 46 13,1 

Mean 16,15 24,47 20,52 14,00 37,60 18,27 10,92 48,73 14,86 12,59 43,67 15,56 

ARI: Automated Readability Index, FRE: Flesch Reading Ease, GFR: Gunning Fog Readability  

PEMAT understandability scores 

When evaluating the PEMAT scores for the answers, the average scores were calculated as 66.13 for the 

websites, 66.43 for ChatGPT, 68.53 for Copilot, and 79.53 for Bard. The PEMAT scores for each answer are 

summarized in Table 3. The Bard PEMAT score was statistically significantly higher than websites, ChatGPT, 

and Copilot (p=0.014, p=0.014, p=0.010, respectively). 

Table 3. PEMAT understandability scores of the answers. 

Questions ChatGPT Copilot Bard Websites 

1 64 91 73 67 

2 56 70 82 78 

3 82 56 82 56 

4 No Answer 70 64 56 

5 58 78 82 67 

6 44 67 67 40 

7 78 67 78 78 

8 67 80 89 56 

9 67 70 78 67 

10 82 70 82 67 

11 60 56 83 67 

12 56 56 87 85 

13 78 60 73 92 

14 82 70 82 60 

15 56 67 91 56 

Mean 66,43 68,53 79,53 66,13 
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Discussion 

In the study, when examining the accuracy of answers provided by chat tools to questions about the effects of 

radiation during pregnancy, it was found that the accuracy and quality of the answers were high, similar to 

findings in the literature.¹,²⁶,²⁷ Literature studies have generally been conducted using ChatGPT. For instance, 

in a study related to basal cell carcinoma, the answers were evaluated as appropriate and inappropriate, with 

an appropriate answer rate of 84%.¹ Similarly, in a study on breast cancer prevention, this rate was 88%,²⁷, 

and in a study on cardiovascular disease prevention, it was 84%.²⁶ In this study, 66.67% of ChatGPT answers 

were evaluated as completely accurate. When an unanswered question was excluded, the appropriate answer 

rate was calculated as 93.33%, similar to the literature. In a study related to lung cancer, ChatGPT answered 

70.8% of the questions completely accurately, similar to our study.²⁸ In the same study, Copilot had an accuracy 

rate of 61.7%, and Bard had 51.7% accuracy. In our study, Copilot also similarly provided completely accurate 

answers to 73.33% of the questions. However, in this study, the accuracy rate for Bard was 93.33%, which was 

higher than the literature.²⁸ This could be attributed to the use of Bard's experimental version in the literature 

study. Overall, considering all these data, it can be concluded that chat tools generally provide appropriate 

answers to patient questions, and most of the answers are correct. However, in addition to these findings, a 

study using ChatGPT for clinical radiological information indicated that the majority of references could not be 

found, and only a small portion of references contained correct information to answer the questions.²⁹ This 

suggests that caution should be exercised, particularly as the difficulty level of questions increases when 

dealing with chat tool responses. 

An important finding of this study is that the readability scores of the chat tool responses were significantly 

higher than the community average at school grade level eight. This adversely affects the comprehensibility of 

responses on chat tools and websites from the users' perspective. In a conducted study comparing ChatGPT 

and websites in terms of readability, ChatGPT was found to have statistically higher GFR scores. Additionally, 

the study stated that both websites and ChatGPT had readability scores above the average.¹⁵ In an evaluation 

of patient-oriented information on abdominal aortic aneurysms obtained from websites, a study found an 

average FRE score of 39, considered difficult.³⁰ Various studies investigating readability scores have 

consistently found them to be high for the general population.¹¹-¹³ In this study, the average FRE scores range 

from 24.47 to 48.73, categorizing these values as difficult and very confusing. Another noteworthy finding in 

this study is that, despite high scores on all platforms, ChatGPT has more unfavorable scores in all three 

readability systems, especially when compared to websites and Bard. Considering that chat tools acquire 

information from the internet, these findings may not be surprising; however, it was observed that Bard 

presented information in a relatively more readable manner. 
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The answers provided to the questions are aimed at increasing the patient's level of knowledge. In this context, 

these responses can be considered as patient education materials. Accordingly, in the study, the PEMAT scores 

of the responses were calculated. A threshold of 70% has previously been suggested for the material to be 

considered suitable for patient education.²¹ There are limited studies in the literature conducted from this 

perspective. In a study related to obstructive sleep apnea, ChatGPT and Bard were compared, and they were 

evaluated with PEMAT in terms of understandability. ChatGPT scores were found to be statistically higher than 

Bard's.¹⁴ In another study, ChatGPT and website data were compared, and although the understandability 

scores were above 70%, they were found to be higher for websites.¹⁵ In this study, PEMAT understandability 

scores for ChatGPT, Copilot, and websites were similar and remained below the 70% threshold. For Bard, the 

PEMAT score was calculated as 79.5%, which is statistically higher compared to the others. Although there are 

not many studies conducted on this topic in the literature, it is noteworthy that different results have been 

obtained in studies focusing on understandability. 

This study has some limitations. Firstly, the accuracy of responses and PEMAT scores were evaluated by a 

single observer, even though experienced, which could introduce bias. Secondly, due to the nature of chat tools, 

they do not provide the same response each time. Therefore, repeated answers to the same questions may yield 

different results in some parameters. Lastly, ChatGPT, Bard, and Copilot have a constraint as they lack image 

processing capabilities for both inputs and outputs. As a result, all responses in this study received a score of 

zero on PEMAT questions assessing visual aids, limiting the highest achievable PEMAT understandability score 

to 92%. 

The study evaluated data from websites and three commonly used chat tools. Similar to the literature, the 

responses from all platforms to the questions were largely appropriate, and most questions were answered 

completely accurately. Bard is identified as superior in terms of readability and understandability compared to 

other information sources. However, considering that many patients and their relatives perceive the internet 

as a source of information, our results indicate that responses from chat tools and websites are not suitable for 

patients in terms of readability and understandability. In this regard, chat tools and internet information 

sources should be developed, especially to ensure that the content is understandable to the majority of readers 

and to provide equal access to health information. While these platforms may have potential in terms of 

accuracy, it should be kept in mind that they may produce content that is deficient and difficult to understand 

in terms of patient education. 

Ethical Considerations: The study was planned as a methodological study. This study does not require ethics 

committee approval as it does not involve human participants or sensitive personal data.  

Conflict of Interest: The authors declare no conflict of interest. 
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