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Abstract

Copy-move forgery, in which copied a region of the image and pasted onto another region on the same image, is the most encountered image forgery technique recently. Many frameworks have been presented to detect such forgeries. The main drawback with these approaches is their performance can be degraded when the duplicated image has undergone to some attacks. In this work, it is aimed to propose a hybrid approach, which uses deep features and DCT-based block features in a combined manner, to achieve higher detection performance even under various attack scenarios. The proposed method uses a global contrast correction technique called LDR during the preprocessing phase and then extracts deep features from the image patches using a deep neural network. The method also obtains block features from the image to robustness against JPEG compression attacks. Hybrid features (deep and block-based features) are matched using Patch Match and then the proposed post-processing operation is realized on the matching results to minimize false matches. According to empirical studies performed on available databases, the proposed scheme gives better results when compared to both keypoint-based and block-based references even under attacks with challenging parameters.

Keywords: Copy-move forgery, Deep based features, Hybrid features, Patch based matching

1 Introduction

Malicious users can make image forgery easily by using free image editing tools, even if they have not any skill on this topic. For this reason, authentication of the images becomes important. The methods are split into two categories: Active methods and passive methods. The approaches in the first category need special information called a watermark or signature to authenticate the image. Other types of methods that utilize only statistical information of the image, do not require extra information. Furthermore, images that are captured by specially equipped hardware can be authenticated by the active methods. Passive methods have become popular among researchers because they do not need any extra information for authentication. In addition to passive image forgery detection methods, there are also passive video forgery methods in the literature [48]. Passive image forgery detection methods can be classified into two subclasses, image splicing detection techniques, and copy-move forgery detection (CMFD) techniques. The former one is used for the detection of a special forgery type, which copies a portion on an image and pastes it onto a region on another image. Techniques in the latter class deal with copy-move forgery operation which copy part of an image and paste it on the same image. This forgery operation aims to cover or replicate some objects or regions on the image. This type of forgery mostly goes unnoticed by users. Fig. 1 shows a sample of copy-move forgery images. In Fig. 1(a), the authentic image is given and in (b) forged version of the image is given.
preprocessing step, to perform forgery detection with higher accuracy even in low contrast images. Layered Difference Representation (LDR), which is used to the layered difference representation of 2D histograms, is used to improve the contrast of the input image. One of the popular copy-move forgery database named GRIP is utilized in experiments. The experiments reveal that the proposed scheme has better detection performance under both image degradation attacks and geometric distortion attacks.

1.1 Related works
In this section, works in the CMFD area are analyzed in the three subsections. Block-based, keypoint-based, and deep learning-based methods are given with details in Figure 1.

1.1.1 Block-based methods
Methods in the first category split the input image overlapping or nonoverlapping subblocks. Features of each block are extracted to represent them and then lexicographically sorted to provoke the similar vectors closer. The matching phase of the methods determines possible forgeries by using similarity distance between feature vectors. Many methods in literature by using various approaches are proposed to obtain block features. The first method in CMFD used the Discrete Cosine Transform (DCT) on 8x8 overlapping squared blocks to extract features [2]. After the lexicographically sorting process on the feature vectors, Euclidean distance is calculated between neighboring vectors to match them. Following this study, it is proposed to use Principal Component Analysis to decrease the size of feature vector used in [3]. Their method can also reveal forgeries that are exposed to noise addition, JPEG compression, and blurring attacks. After this method, many block-based methods have been proposed until 2015 [4-11]. The main difference between them has used feature extraction techniques from overlapping blocks. In [12], it is proposed to use the Patch Match approach in the matching scheme. They analyzed the proposed matching scheme with different feature extraction methods such as FMT, PCT, Zernike moments with polar and cartesian sampling. They reported that the best results were obtained by using Zernike moments with polar sampling. After this method, block-based forgery detection methods continued to be proposed. Bi and others proposed to use Multilevel Dense Descriptor to determine block features [13]. In the first level of the feature extraction step, color texture descriptors are extracted, and then invariant moments are obtained to represent features. Similar descriptors are determined by hierarchical feature matching [14]. Bi and others [15] enhanced the Patch Match algorithm in two viewpoints. And they also suggested the priority-based matching stage based on the reflective offset and the position priority. Bi et. al. also proposed using a coherency-sensitive hashing method to obtain feature vectors of images [16]. To refine feature correspondences, it is proposed to calculate local bidirectional coherency error with an iterative search. If the difference of the local bidirectional coherency error is smaller than the predefined threshold, the iterative search stops. That means the feature correspondences are stable. The stable feature correspondences provide to reveal copy-move forgery regions. Meena and Tyagi used Tartolet transform to extract block feature [51]. The feature vectors sorted lexicographically are matched with the Euclidean distance-based matching approach. In the experiments of the method, some images were selected from the GRIP dataset and the Comofod dataset. In the experiments, the performance result in attack situations is given over only one image. Experimental studies have been
kept quite inadequate. Wang et. al. also proposed to use Polar Complex Exponential Transform (PCET) to obtain feature vectors from image subblock [52]. They used Singular Value Decomposition (SVD) to reduce feature dimension and it is also used Particle Swarm Optimization (PSO) and block histogram to find the optimum similarity threshold. The matching of the blocks was achieved with the optimum threshold found. In the experiments, forged images in Comofod and CASIA datasets were used, and no pixel-level evaluation was made, only image-level forgery detection was performed.

If general speaking, block-based methods have high running time and they do not robust to geometric attacks with high parameters. To overcome of these problems, CMFD with keypoints is proposed. The next part will give a comprehensive analysis of the works in this area.

1.1.2 Keypoint-based methods

Huang and others presented the first keypoint-based CMFD techniques that use the Scale Invariant Feature Transform (SIFT) keypoints [17]. It is suggested to use the best bin first nearest neighbor approach to finding out similar keypoints. In another study, it is proposed to use the SIFT keypoint extraction algorithm with a more comprehensive work than the previous keypoint-based study [18]. They extracted the transformation matrix via matched keypoints by using RANSAC after matching keypoints to localize the forged regions. In [19], it is proposed to use the J-Linkage approach afterward matching steps [19]. In [20], it is proposed to use SURF (Speeded-Up Robust Features) technique in keypoint extraction step [20]. The authors used the nearest neighbor search to match keypoints via their descriptors. The method has not good performance on the detection of forgeries with small regions. In [21], the authors analyzed different features both keypoint-based and block-based features. The features are matched with the k-d tree approach. According to experimental results, SIFT-based methods can be very effective with low computational cost and good performance. In 2015, the authors utilized from Oriented Fast and Robust Brief approach to obtain keypoints [22]. They used Hamming distance for feature vector comparison because Brief is a binary descriptor that is the result of ORB. Li and others presented a new framework which is used a segmentation approach [23]. They firstly segmented the suspected image into patches after that keypoints are extracted by SIFT. The method realizes a matching operation on the keypoints, which are located on different segments. Another segmentation based CMFD method is presented by Pun and others [24]. Their framework also integrates a block-based approach with a keypoint-based approach. The method firstly segments the image. Keypoints extracted from blocks are evaluated as block features and then matched. The main aim of the first stage in this category can be summarized to obtain higher-performance in the next steps.

Shi and others utilized Particle Swarm Optimization (PSO) algorithm to optimize parameters used by SIFT [25]. Generally, the authors determine the parameters experimentally. However, chosen parameters determined by using few images cannot be the right choice for other images. Zandi and others proposed an iterative improvement strategy to obtain keypoints especially for CMFD problems [26]. In another method, KAZE and SIFT keypoints are combined with the hybrid manner in 2017 [27]. The proposed scheme also used the n-best matched algorithm after fusion of keypoints and the possible false matches are eliminated with the RANSAC algorithm. Another method aimed to overcome the problem of this type of forgery detection methods with a smooth region [28]. It proposed to decrease the contrast threshold in SIFT to increase the number of key points. It has caused an increase in the number of false matches because it reduced the distinctiveness of descriptors. The authors only reported the performance under rotation and scaling attacks on an image level. Another keypoint based forgery detection method is proposed by Yang et. al. based on adaptive keypoint extraction and matching [49]. According to the proposed scheme, the keypoints are extracted via the adaptive uniform distribution threshold. Then Binary Robust Invariant Scalable (BRISK) is used to obtain keypoints’ descriptors. False matches are eliminated by using RANSAC and the fast mean-residual normalized intensity correlation (NNPROD) is utilized to locate the tampering regions. In [50], to obtain more keypoint the contrast threshold is decreased, and the input image is scaled. The obtained keypoints are matched via a hierarchical matching scheme. Falsely matched keypoints are eliminated and tampering localization is realized via an iterative localization scheme. In [53], the authors extracted SIFT keypoints from the images represented in L*a*b* and RGB color space. They proposed a new enhanced tampering localization step with dynamic thresholding for matching DCT features.

1.1.3 Deep learning-based methods

The existing CMFD methods aim to improve robustness and to minimize running time by using handcrafted features obtained from the suspected images. Keypoint-based features or block features can be encountered in many areas of computer vision. One of the promising topics of computer vision is deep Convolutional Neural Networks (deep-CNNs) which have been successfully applied to image classification, object detection, image hashing retrieval, etc. by taking advantage of automated learning and features extraction.

CNN features are considered an appropriate choice for the CMFD by using automatically learned features. Some recent CMFD studies, which are published as conference papers, have focused on obtaining features by some deep learning methods [29,30,31]. The first of them proposed a splicing and CMFD method via a deep learning approach [29]. Authors train a supervised CNN, to obtain features for the detection of forgery operations (splicing and copy-move). The labeled patches (5x5×16) are obtained from training images by using a patch-sized sliding window and so 400-D features (5x5×16×16) are obtained. And then SVM classifier is used for binary classification of the image so only image-level evaluation is considered in this work. Results evaluated image-splicing datasets such as CASIA v1.0, v2.0 and Columbia gray DVM and comparison made with image splicing methods in the literature.

In [30], the proposed technique adapted the trained model AlexNet, slightly the net structure using small training samples. For this purpose, the authors firstly built a copy-move forgery database. Because the number of forgery images is very small for most existing forgery image databases for this technique. For this purpose, moving the rectangle block from the upper left corner to the center randomly generates the forgery images. After that, the used CNN network is initialized with Caffe architecture trained by ImageNet. At last, the proposed model identifies the suspected image if the upper fine-tuning step is realized. It is the first method that integrated CNN especially for solving the CMFD problem, but it is not robust to the copy-move forgery image of real scenarios.

In another work [31], CNN-based CMFD method is presented. The features of image subblocks are extracted via convolution and max-pooling layers of the trained VGG16 model. For a suspected image of size 256x256x3, the VGG16 convolutional
feature extractor generates a feature matrix of size $16 \times 16 \times 512$. After that, self-correlation is done to figure out the similarity between any two feature pixels. The authors proposed a pointwise feature extractor namely $1 \times 1$, $3 \times 3$ and $5 \times 5$ rather than traditional methods that use the handcrafted parameters to reveal fused matched pairs. Finally, all features are combined to predict forgeries masks via the reconstruction of a deconvolutional network. Experimental results on CAISA TIDE v2.0 which has not ground truth of forged images and Syn10K datasets are given by comparing [11, 12, 21] and it is reported that the method has higher performance even under various known attacks like affine transformation, JPEG compression, blurring, etc. As criticism of this study, it can be said that the data sets used in the evaluation are not up-to-date and have not been evaluated in recent studies and the performance evaluation against each type of attack has not been given separately. In [54], the authors proposed a forgery detection system with two approaches. The first approach uses a custom design and the second one uses transfer learning which is based on CNNs. In custom design, it is proposed five architectures with different depths, convolutional layers with two fully connected layers. In the second design, the feature extractions are learned by the VGG-16 pre-trained model, and it is selected the block4_pool layer to display one of its feature maps. In the experimental analysis, the robustness of the method against attacks was not evaluated separately.

1.1.4 Motivations and contributions

The advancement of a deep neural network has been reported to improve image recognition performance compared to traditional feature extraction methods where deep CNNs directly learn the end-to-end mapping of the images. However, studies applying deep CNNs to detect copy-move forgeries show limited performance under various attacks and they did not test on datasets that are popular in this field such as [32] in which the forged more realistic and highly undergone some attacks. Previous methods from these studies have been carried out to detect copy-move forgeries used traditional features, but they performed poorly to detect forgeries under various image degradation and geometric attacks. And some of them are inadequate to detect forgeries with smooth regions. Taken over the whole, efficient features, obtained by neural networks and traditional feature extraction methods can be used in a hybrid way to get better accuracy. In addition to that the proposed pre-processing step and using an efficient matching algorithm, the forgeries can be detected with higher performance. Three primary goals of our study can be listed as follows:

1. **Preprocessing:** The quality of the input image greatly affects detection performance when the forged image has been exposed to some image processing attacks or attacked region has a smooth characteristic. In this work, a global contrast correction technique called LDR was adapted to regulate the contrast of the input.

2. **Hybrid feature extraction:** The proposed method takes advantage of deep CNN-based and DCT-based features of the input image to reveal duplicated regions more accurately. Deep CNNs are trained on large datasets, which is proven to achieve convincing results to recognize objects in natural images. A pre-trained network on the ImageNet dataset named VGG16 is used to provide us efficient feature vectors [44]. But it is not enough for the proposed approach when some attacks with high parameters are considered (like JPEG compression with quality factor 60). For this purpose, DCT based feature vectors are used to robustness against compression attacks.

3. **Feature matching:** In this work, the dense features obtained from image subblocks, ensure a higher performance when compared to their keypoint-based methods according to results reported in the literature. Although they have higher processing time, they show poor performance under geometric attacks. To overcome these problems, it is used a modified Patch Match based algorithm reveals dense approximate nearest neighbor matches between image subblocks [12].

The empirical results show that our method outperforms the referenced works on the popular copy-move forgery dataset the GRIP. The rest of the paper is given as follows. In Section 3, the presented method is given in detail with subsections. Then, the method is tested and compared on the online available dataset in Section 4. Lastly, the study is completed with the conclusion section.

2 Proposed method

Here, the details of the proposed method are given, which detects and localizes duplicated regions with a new hybrid approach. The method can be divided into four sub-processes. The preprocessing step of the work enhances the contrast ratio of the method using a global contrast enhancement technique called LDR. Feature extraction techniques are then applied to the contrast-enhanced image. The proposed framework utilizes deep-based features and block-based features to obtain better detection results. Features from two different approaches are then matched inside using the Patch Match algorithm. False match elimination is realized as the last step. In Fig. 2, the general step of the method is given. The remainder of this section will give details of the sub-processes.

![Figure 2. The blog diagram of the proposed novel method.](image-url)
2.1 Preprocessing Step

One of the aims of this work is to detect forgeries with higher performance even the duplicated regions have low contrast. For this purpose, it is proposed to use a global contrast enhancement technique as a preprocessing step to enhance the detection performance of the method. LDR is used to regulate the contrast of the test image. In this way, input images are improved with having more details and the distinctiveness of the feature vectors to be obtained in the following steps will be increased. Thus, forgeries can be detected easily even with done with smooth regions.

The algorithm aims to enhance image contrast by increasing the difference between the neighboring pixels [34]. For an input image, the algorithm generates a 2D histogram \( h(k, k+l) \) by counting pairs of neighboring pixels with gray levels as \( k \) and \( k+l \). The gray level differences are represented in a layered structure like a tree. Then, the problem of emphasizing gray level differences in the output image is solved as an optimization problem to derive the transformation function. In Figure 3 the general steps of the algorithm are given.

Firstly, the histogram vector at each layer \((l)\) denoted by, is acquired to construct a system of linear equations. The Intra-Layer Optimization step contains two stages named Layered Difference Representation and Linear System. In the first stage, a tree-like pyramidal structure is constituted for each layer, to get an optimum transformation function. For an 8-bit imaging system, the transformation function is represented as \( x = [] \). With this function, assuming \( k \) and \( k+l \) are adjacent pixels in the input image, they are mapped to and in the output image. And the next stage is realized to formulate a system of linear equations. At the end of this stage, we acquire the difference vector for each layer. In the Inter-Layer Aggregation step, obtained difference vectors are combined into unique difference vector \( d \). Finally, a transformation function is reconstructed by \( d \) and the input image is transformed to output image using transformation function \( x \).

In our method, the contrast enhancement algorithm gets the forged image as an input image. By using this method, it is aimed to overcome the common problems of lower performance for detecting copy-move forgery done with low contrast regions. While a doctored image is presented in Fig. 4(a), its contrast-enhanced version of it is presented in (b).

2.2 Feature extraction step

In this step of the algorithm, two different approaches are used during feature extraction. Deep CNN-based features and DCT based block features are used in a hybrid manner to make the method more robust against various conditions. It is aimed to take advantage of the promising results of deep CNNs for the detection of natural images and to make the system more robust against image degradation attacks by using DCT based features.

2.2.1 Deep based feature extraction

Recently, because of having excellent performance in many computer visions tasks, such as image classification [35, 36], image identification [37] or object detection [38, 39] by feeding. The network with a huge number of images, deep CNNs is proposed to use in the detection and localization of copy-move forgeries in the feature extraction step. AlexNet [40], GoogLeNet [41], ResNet [42], OverFeat [43], VGG-16/VGG-19[33] are some of the most popular CNNs presented in the literature. CNNs are generally designed for three-layer types: convolutional layers, pooling layers, and fully connected layers and train on a huge dataset. Training of an architecture that can be designed to solve considering problems, must train on a huge dataset to obtain efficient results. Because the existing CMFD datasets are inadequate to train a deep neural network and existing trained deep neural networks have been trained on labeled datasets such as ImageNet [44]. The images in this data set are also suitable for the considered problems. One of the pre-trained architectures, VGG16 is very preferable due to its very uniform architecture that is trained on a million images from the ImageNet database. In the proposed method, this architecture is used to obtain feature vectors. The network has an image input size of 224-by-224, so in the method firstly, the input image is subdivided into 224x224 sized parts, and feature extraction is performed for each part. If the image or subparts are smaller than this size, the padding operation is performed.

![Figure 4. (a) Forged image (b) Obtained image using the contrast enhancement approach.](image-url)
The network consists of 13 convolutional (conv) layers and 3 fully connected layers, 3 max-pooling layers and a softmax classification layer. The conv feature maps are produced by convoluting 3×3 filter windows, the obtained feature map sizes double after every time passing max-pooling layers. In Fig 5, it is shown the kernel sizes of considered architecture in the first three conv layers. In the proposed method to represent each overlapping subblocks the Conv 1-2 layer is used of pretrained VGG16 architecture [33]. The blocks are represented with b×b×64 dimensional features. This mid-level features are selected because of without important information loss and for faster matching.

2.2.2 DCT based feature extraction

DCT has been often preferred to represent the image in the frequency domain because it can represent most of the texture distribution details by using fewer coefficients. In CMFD methods in the literature, many studies take advantage of this advantage and make the method robust to JPEG attacks. After the pre-processing phase, let the image forwarded to this stage be I of size, which is split into overlapping squared blocks with a size of 8×8. Each block denoted by is transformed with DCT to the frequency domain. Transformed blocks are zigzag scanned for sorting them from low frequency to high frequency. The coefficients are not quantized by the method to preserve detailed information from smooth regions. The first sixteen elements of the zigzag scanned vector are extracted to obtain feature vectors of each block because low-frequency DCT components are more robust to JPEG compression attacks. The feature matrix is obtained with the feature vectors representing each subblock. Steps of the feature extraction method are given in Algorithm 1 where zigzag() and dct() functions perform zigzag scanning and DCT transformation respectively.

Algorithm 1. DCT based feature extraction

<table>
<thead>
<tr>
<th>Input</th>
<th>Image I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>F[i]</td>
</tr>
</tbody>
</table>

[M, N] = size(I);
for i = 1 to M-8
for j = 1 to N-8
   b = I(i+7,j+7);
   f = zigzag(dct(b));
   F[i,j] = f(1:16);
end
end

2.2.3 Patch-match based feature matching

In literature, lots of work proved that the dense CMFD techniques have higher performance than keypoint-based ones, with higher execution time problems and being less robust to geometric distortion attacks also. Generally, these disadvantages are caused by the matching stage. In this study, a fast approximate nearest-neighbor search algorithm, Patch Match based method will be used to overcome these problems [32]. While the basic Patch Match algorithm is not robust to rotation and scaling, the method used has been modified to be robust under these attacks.

The Patch Match algorithm is substantially searching for matching offset components (δx, δy) in 2d space with the generating following steps.

1) Initialization: The offset field of each pixel (s) is initialized at random with is a bi-dimensional random variable U(s), δ(s) = U(s) − s. While δ(s) = 0 is discarded, the other candidate offsets are taken which are bigger than a certain threshold for the initial matching to keep the searching space large. Although most of the offsets obtained in the first stage are not good solutions, enough offsets are likely to be enough for the initialization. Because the algorithm aims to generate good solutions rapidly by updating offsets iteratively through the propagation and random search stages.

   δ(s) = argdis(f(s), f(s + δ))

   (1)

   here srow and scol are the previous pixels of (s), on row and columns. Then the scan direction is inverted from bottom to up and right to left at every next iteration. So, through this process, if a good offset is available for the considered pixel of a region, this consistency is rapidly expanded for the whole pixels in the region below and right.

2) Propagation: In this step, for updating the offset δ(s) of each pixel (s), the image is scanned from top to bottom and left to right with the following condition.

3) Random Search: The quality of the solutions obtained in the previous step highly relies on the solutions obtained in the first stage and maybe achieving a local minimum. To avoid this situation and achieve optimum results, random sampling of the current offset is done.

The original algorithm is not sensitive to scale or rotation changes, to cope with this problem, the authors of [32], a solution to this problem is presented with a simple improvement with searching in 4d space including scale ratio (r) and rotation degree (θ). Further developing this study, in [32], a method that is resistant to these attacks is proposed. It is aimed firstly that the searched patch is rotated and scaled according to the presented degree and ratio, thus becomes corresponding with the original patch. And secondly, in the propagation step, the searching offsets are computed based on the local transformation by scaling ratio and rotation degree.

2.2.4 Post-processing step

After the matching process is concluded, some falsely matched pixels can appear because the forgery operation can be done with some preprocessing or post-processing attack to hide forgery clues, or the image includes nearly the same regions. Finally, the proposed approach aims to minimize the falsely matched pixels and increase the detection of forged pixels truly.
The proposed method aims to detect a forgery in case a copied region is pasted once. For this purpose, the following stages have been realized.

1.- Computing the squared error of dense linear fitting; In lots of CMFD methods, generally RANSAC [46] or SATS [47] algorithms, which are quite complicated and slow, are used to eliminate matches that do not match similar homography. Thanks to Patch Match based matching, there is no need to use such complex algorithms, a dense linear fitting (DLF) based approach is used over a circular neighborhood of radius $t_{hn}$. After detected regions are formed with a median filler with radius of $t_{hm}$, the fitting error is calculated and then thresholding with $t = t_{hm} + t_{hn}$. The parameters are set as $t_{hn} = 4$ and $t_{hm} = 6$ empirically.

2.- Removing of close couples and small regions; The detected forged regions are removed if they are closer than $\gamma_2$ pixels and if they are smaller than $\gamma_3$ pixels. (The used parameters are fixed as $\gamma_2 = 8$ and $\gamma_3 = 50$)

3.-Applying morphological operations; Finally, morphological opening and dilation operations are implemented to the image to localize the forged pixels better.

### 3 Experimental results

In this part, it is analyzed the performance of the presented scheme by comparing referenced works. This section is divided into two subsections, the dataset and evaluation metrics are given at first and concluded with performance evaluation comparison with referenced works. All measurements are performed on a desktop computer with 3.4 GHz Intel Core i7 and 8GB RAM memory, running Matlab 2019b.

#### 3.1 The dataset and evaluation metrics

Experimental results are realized on the images from the GRIP dataset, which is available online, to make the comparison in a fair manner. The GRIP dataset [32] (www.grip.unina.it) contains 80 colorful images of size 768x1024x3 pixels and the size of the copied regions on the forged images is approximately less than 1% of the image. The dataset accommodates various images with different pattern characteristics such as textured, smooth and mixed. In Fig. 6 three forged images are shown obtained from the GRIP to show three different pattern characteristics. Forgery detection becomes harder if the duplicated regions have smooth characteristics similar to the image given in Fig. 6(a). The most challenging problem in the literature is to decrease the detection capability of the CMFD method is even the duplicated regions have smooth characteristics.

Various geometric (rotation, scaling and translation) or image degradation operations can be used to create forged images. If no operation is applied on the forged image after a copy-move operation or no geometric operation is applied before the pasting operation, the resulting attack scenario is called “Plain copy-move forgery”. Two other attack types called “Image degradation” and “Geometric distortion” necessitate extra operations during forgery operation. While the former one makes some operations such as white Gaussian noise addition, JPEG compression on the forged image, the latter transforms copied region using rotation, scaling, and translation operations before pasting. Used attack types and parameters in the GRIP dataset are given in Table 1. The number of images used for each attack type is also given in Table 1. For testing robustness against JPEG compression attacks, 9x80=720 images are used (Quality factors: 20, 30, ..., 100). For noise addition attacks, 5x80 = 400 images are used (standard deviation: 20, 40, 60, ..., 100). For scaling attacks, 10x80=800 images are used. (Scaling factor: 91, 93, 109) For rotation attacks, 5x80=400 images are used. (Rotation angles: 2, 4, ..., 10)

![Figure 6. The forgery image examples from the dataset Forged with smooth region, with textured region, with mixed region respectively](image)

<p>| Table 1. The number of images with different attacks in the GRIP dataset |</p>
<table>
<thead>
<tr>
<th>Attack types</th>
<th>Parameter</th>
<th>Range</th>
<th>Step</th>
<th>Num. of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPEG compression</td>
<td>Quality factor</td>
<td>20-100</td>
<td>10</td>
<td>720</td>
</tr>
<tr>
<td>Noise addition</td>
<td>Standard deviation</td>
<td>20-100</td>
<td>20</td>
<td>400</td>
</tr>
<tr>
<td>Scaling</td>
<td>Scaling factor</td>
<td>91-109</td>
<td>2</td>
<td>800</td>
</tr>
<tr>
<td>Rotation</td>
<td>Rotation angle</td>
<td>2-10</td>
<td>2</td>
<td>400</td>
</tr>
</tbody>
</table>

Precision, Recall, and F-measure metrics are used to evaluate the performance of the methods that are given in Eq (2). Both image and pixel-level comparisons are realized using these three metrics.

$$\text{Precision} = \frac{T_p}{T_p + F_p}, \quad \text{Recall} = \frac{T_p}{T_p + F_N}$$

$$F - \text{measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$  \hspace{1cm} (2)
The meaning of Precision, Recall and F-measure in CMFD evaluations are the same in the work [12]. The higher Precision and Recall ensure a higher F-measure that represents better performance.

3.2 Comparison with the state of the art

In this part, firstly, it is given the average performance of our study and other popular recent works in literature [8, 11, 12, 15, 16, 21, 26, 23, 24]. Zernike moment is chosen as the feature extraction method during getting results of [12], which has the best performance according to authors’ reports. Evaluations are done at the pixel level also some evaluations are given at the image level. Average performance results and interpretations are given separately according to attack types applied to forged images. The section is concluded by giving some detected masks of the methods as visual results.

The performance of the proposed method under plain copy-move forgery operation is evaluated first. Plain copy-move forgery is the ideal condition for detection. Table 2 shows the average results of the methods for image-level and pixel-level using F-measure. The worst result for both evaluations is obtained by Christlein2012’s approach, which is the SIFT-based method because 40% of the GRIP dataset consists of forged images with smooth regions. Keypoint-based methods will show lower performance with these images because keypoints cannot be obtained from smooth areas. However, the proposed method can label all forged images as forged, but very few original images are mistakenly labeled as forged by the method as can be seen in the results. The proposed scheme shows better performance both at the image and pixel-level F-measure. For this experiment, 80 plain copy-move images in the dataset were used.

<table>
<thead>
<tr>
<th>Methods</th>
<th>F-image (%)</th>
<th>F-pixel (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bravo2011</td>
<td>94.12</td>
<td>85.96</td>
</tr>
<tr>
<td>Christlein2012</td>
<td>67.72</td>
<td>52.35</td>
</tr>
<tr>
<td>Ryu2013</td>
<td>94.63</td>
<td>89.44</td>
</tr>
<tr>
<td>Cozzolino2015</td>
<td>94.36</td>
<td>91.67</td>
</tr>
<tr>
<td>Li2015</td>
<td>72.13</td>
<td>52.68</td>
</tr>
<tr>
<td>Pun2015</td>
<td>95.93</td>
<td>78.11</td>
</tr>
<tr>
<td>Zandi2016</td>
<td>86.89</td>
<td>85.10</td>
</tr>
<tr>
<td>Bi2017</td>
<td>96.63</td>
<td>96.98</td>
</tr>
<tr>
<td>Bi2018</td>
<td>96.63</td>
<td>92.98</td>
</tr>
<tr>
<td>Proposed</td>
<td>96.96</td>
<td>97.16</td>
</tr>
</tbody>
</table>

After performance assessment of the methods for plain copy-move forgery detection, firstly the methods are evaluated under scaling attacks. Fig. 7 shows the average results of the methods using Precision, Recall, and F-measure metrics respectively. In terms of the Precision metric, the proposed method exceeds the other methods, when we consider the Recall criterion, Bi2017 and Bi2018 are better than others. The proposed method is the best among all the considered methods for all scaling factors when F-measure is considered. According to relevant results, it can be said that more forged pixels can be detected by the proposed scheme with fewer false positives.

We evaluated the suggested scheme under large scaling factors with the methods which share the source codes publicly. The results are obtained forgery images undergone scaling attacks with 0.8 and 1.2 scaling factors. The average F-measure results which are shown in Table 3. It is indicated that the method has the best performance in four evaluations. Although Christlein2012 and Zandi2016 are the key point-based methods, these two studies have yielded almost the worst methods. Since Bravo2011 is a block-based method, it has a low accuracy rate for these situations. The results of the considered methods decline observably, however, the proposed method shows above 79% performance, which points out better performance for both pixel and image-level.
Table 3. The average F-measure results under the scaling attacks with large scaling factors

<table>
<thead>
<tr>
<th>Methods</th>
<th>Pixel level (%)</th>
<th>Image level (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Bravo2011</td>
<td>2.0</td>
<td>8.0</td>
</tr>
<tr>
<td>Christlein2012</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Cozzolino2015</td>
<td>37.0</td>
<td>72.0</td>
</tr>
<tr>
<td>Li2015</td>
<td>48.0</td>
<td>56.0</td>
</tr>
<tr>
<td>Zandi2016</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Proposed</td>
<td>79.0</td>
<td>89.0</td>
</tr>
</tbody>
</table>

The second experiment gives the experimental results of the rotation attack, which is one of the other geometric degradation attacks. In Figure 8, the obtained results for precision, recall, and f-measure are given with different rotation degrees. The proposed method has higher performance for precision when compared to other works in the literature. When Recall values are considered, the results of the proposed method are like Cozzolino2015. However, Bi2017 and Bi2018 give higher ratios. The proposed method and the works in Cozzolino2015, Bi2017, and Bi2018 generate nearly the same results and they have higher f-measures than other methods.

For performance evaluation under image degradation attack, firstly the methods are tested under noise addition attack. The proposed method surpasses other methods in terms of Precision and F-measure metrics. Bravo2011, although the block-based method, shows very low performance, this indicates that this method is not resistant to this attack. In Fig. 9 the obtained results are given.

Figure 8. The average results under rotation attacks

Figure 9. The average result under noise addition attack.

The final experiment was carried out for assessment under JPEG compression attacks. For this observation, the images from the GRIP dataset are JPEG compressed with 100, 80, 60, 0, 20 quality factors. According to F-measure results, it can be easily noticed that our method outperforms even for quality factor 20. In Fig. 10 the obtained results are given.
Figure 11. Visual result of forgery detection on some example images of the GRIP database.

Figure 10. The average result under JPEG compression attack.
This part is concluded by giving some visual results of challenging copy-move forgeries from the GRIP database. The pixels in obtained results are labeled with colors to represent some situations. For this purpose, while correctly detected forged pixels are represented by green color, falsely detected pixels are represented by red color. White color represents forged pixels that cannot be detected by the methods. In this part, to make fair assessments, the comparison is done with Cozzolino2015, Li2015, and Zandi2016, because their source codes were published by the authors. In Fig 11 from top to bottom, the first forgery image is an example of plain copy-move forgery. While Cozzolino2015 and Li2015 cannot detect forgeries, Zandi2016 can detect but the proposed method detects more accurately as can be seen in the figure. This forgery example is done with a smooth region, so the method is the most effective for this challenging situation. In the example given in the second row, the copied region is scaled with 1.2 and then pasted. While Zandi2016 cannot detect that the image is forged, Li2015 and Cozzolino2015 produce many false alarms. The forged image given in the last row is an example of the JPEG compression attack with 50 quality factors. Zandi2016 cannot detect forgery regions and also produce some false positives. For this example, the proposed method produces the most effective result.

Table 3 shows the average running time per image on four forged images given in Figure 11. Li2015 is the most time-consuming method because of its EM stage. The method represented with Zandi2016 has shorter working time since it uses parallel pool of Matlab and Cozzolino2015 has shortest running time. Nevertheless, the proposed method achieves has low running time with a better performance than the state-of-the-art methods.

Table 4. The average running times of the methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Running time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li2015</td>
<td>437</td>
</tr>
<tr>
<td>Zandi2016</td>
<td>130</td>
</tr>
<tr>
<td>Cozzolino2015</td>
<td>103</td>
</tr>
<tr>
<td>Proposed method</td>
<td>110</td>
</tr>
</tbody>
</table>

As a discussion for weak points of the proposed method, it is failed to detect forgeries under the image degradation attack (such as JPEG compression and noise addition attacks) on the forged images made with smooth regions. In Fig. 12 it is given two examples, the first image is undergone JPEG compression attack with 90 quality factors. The forgery could not be detected due to the low contrast information of the duplicated region used in the generalization of the forged image and the distortion of the distinctive information of this region due to the extra attack applied. The second forgery image is undergone noise addition attack with 0.02 standard deviation parameter, the method could not detect this type of forgery also.

4 Conclusion

In this study, it is presented a novel CMFD scheme. The method firstly utilizes the contrast enhancement algorithm based on LDR to obtain more distinct features especially forgeries done with smooth regions. To represent image patches, firstly the feature vectors are obtained from the mid-level of the deep neural network due to their higher performance. The existing trained model is used from a large database as ImageNet, VGG16 for this purpose. Features are obtained from image patches via DCT transformation to make the method more robust against image degradation attacks. Patch Match approach is used to match obtained feature vectors. A specially designed false match elimination step is implemented to minimize false positives after fusing matched regions. When reported experimental results are considered, it can be said that the presented approach has higher performance even when the duplicated region has a smooth characteristic. Results also indicate that the method can successfully detect forgeries even under JPEG compression, noise addition, scaling, and rotation attacks. Our future direction is planned to design a deep learning network that can be used in the field of copy-paste forgery, enabling more efficient features to be obtained during feature extraction.
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