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Abstract  Öz 

Indoor localization involves pinpointing the location of an object in an 
interior space and has several applications, including navigation, asset 
tracking, and shift management. However, this technology has not yet 
been perfected, and many methods, such as triangulation, Kalman 
filters, and machine learning models have been proposed to address 
indoor localization problems. Unfortunately, these methods still have a 
large degree of error that makes them ill-suited for difficult cases in 
real-time. In this study, we propose a hybrid model for Bluetooth low 
energy-based indoor localization. In this model, the triangulation 
method is combined with several machine learning methods (naïve 
Bayes, k-nearest neighbor, logistic regression, support vector machines, 
and artificial neural networks) that are optimized and tested in three 
different environments. In the experiment, the proposed model 
performed similarly to the solo triangulation model in easy and medium 
cases; however, the proposed model obtained a much smaller degree of 
error for hard cases than either solo triangulation or machine learning 
models alone. 

 İç mekân konumlandırma, bir nesnenin iç mekândaki konumunun tam 
olarak belirlenmesi olarak tanımlanabilir ve navigasyon, varlık takibi 
ve vardiya yönetimi olmak üzere bir çok uygulama alanı 
bulunmaktadır. İç mekân konumlandırma problemlerini çözmek için 
üçgenleme, Kalman filtreleri ve makine öğrenmesi modelleri gibi birçok 
yöntem önerilmiştir ancak hala istenilen başarı oranları elde 
edilememiştir. Bu yöntemler deney ortamlarında başarılı sonuçlar elde 
etse de, gerçek zamanlı durumlarda hata oranları çok fazla 
olabilmektedir. Bu çalışmada, Bluetooth düşük enerji tabanlı iç mekân 
konumlandırma için hibrit bir model önerilmiştir. Bu modelde, 
üçgenleme yöntemini, üç farklı ortamda optimize edilmiş ve test edilmiş 
birkaç makine öğrenmesi yöntemiyle (Naive Bayes, k-en yakın komşu, 
lojistik regresyon, destek vektör makineleri ve yapay sinir ağları) 
birleştiren hibrit bir yaklaşım kullanılmıştır. Çalışmada önerilen model, 
kolay ve orta durumlarda üçgenleme modeline benzer şekilde 
performans göstermiş; ancak önerilen model, zor durumlar için 
üçgenleme veya tek başına makine öğrenimi modellerinden çok daha 
küçük bir hata oranı elde etmiştir. 

Keywords: Internet of Things, Indoor localization, Bluetooth low 
energy, Machine learning, Triangulation. 

 Anahtar kelimeler: Nesnelerin interneti, İç mekân konumlandırma, 
Buluetooth düşük enerji, Makine öğrenmesi, Üçgenleme. 
 

1 Introduction 

Tracking people, objects, or animals is essential for many 
situations, including navigation, shift management, and asset 
management. An accurate estimation of an object’s outdoor 
position can be achieved using a Global Positioning System 
(GPS), however, indoor localization remains challenging. 
Interior spaces have many factors that can affect signal quality 
such as metal density, crowds of people and thick walls. 
Because smartwatches, smartphones and other Bluetooth 
devices became ubiquitous, improving indoor localization 
using Bluetooth Low Energy (BLE) became one of the most 
popular challenges in the Internet of Things (IoT) field. 

Indoor Localization (IL) can be defined as the determination of 
the location of people or objects in the interior where satellite 
systems such as GPS are insufficient. IL has many benefits such 
as better management of resources, real-time information 
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acquisition and marketing. In today’s technology, IL 
applications or research and development studies have been 
done frequently to solve many problems.  Calderoni et al. 
focused on the field of health and they developed an IL system 
for human resource management, patient location detection 
and to find lost property in a hospital in Italy [1]. Álvarez-Díaz 
and Caballero-Gil argued about use case of IL for staff 
management and they concluded that, thanks to IL, staff 
performance can be known, daily activities can be followed and 
staff planning can be done more accurately. In addition to this, 
they showed that staff tracking with IL can be applied in many 
areas such as sports fields, universities and shopping centers 
[2]. IL have a great importance for smart airports. It is seen that 
IL is used for various purposes at the most important airports 
in the world [3]. Considering these applications and studies, it 
is seen that making location estimation with less errors will be 
beneficial for many business processes.  
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To date, many systems have been developed for indoor 
localization. For instance, Jianyong et al. proposed indoor 
localization methods based on received signal strength 
indication (RSSI) and Bluetooth methods, which use Gaussian 
filters to preprocess, a Taylor series for de-noising, and active 
learning; they obtained an 80% probability of locating an object 
with an error of less than 1.5 m [4]. Meanwhile, Mussina et al. 
developed an RSSI-based indoor localization algorithm using 
mathematical filtering functions such as median, mode, single 
direction outlier removal, shifting and feedback filtering and a 
trilateration algorithm with a goal of achieving accuracy within 
2m [5]. Yoon et al. increased the accuracy using a Kalman Filter 
(KF), a Rauch-Tung-Striebel smoother and a trilateration 
algorithm [6]. Xu et al. showed an optimal fingerprint length 
effect on localization accuracy and real time performance using 
long short-term memory (LSTM) [7]. Dinh et al. proposed a 
hybrid method that consists of a regression model, line 
intersection-based trilateration, and a median filter; they 
obtained an average error of 0.8 m, and 70% of the errors were 
less than 1 m [8]. Iqbal et al. proposed convolutional neural 
networks and artificial neural networks based on BLE and 
obtained 99.9% accuracy [9]. Giuliano et al. proposed an indoor 
localization system using feedforward neural networks and 
were accurate with an error of less than 1m [10]. Peng et al. 
developed an indoor localization system using an iterative 
weighted k-nearest neighbors algorithm and decreased the 
error from 2.7 m to 1.5 m [11]. Teran et al. implemented a k-
nearest neighbor algorithm and k means clustering for zone 
prediction and obtained 70.2% accuracy [12]. Boronti et al. 
produced a new dataset for indoor localization problems to be 
added to the literature [13]. Sadowski and Spachos compared 
four indoor localization technologies (Wi-Fi, BLE, LoRaWAN, 
and Zigbee) and found that Wi-Fi is the most accurate, BLE uses 
the least power, and LoRaWAN has the greatest transmission 
range [14]. Hou and Arslan proposed Monte Carlo localization 
algorithms for indoor positioning and demonstrated that their 
proposed system does not demand the high deployment 
density of BLE beacons that is required of triangulation and 
trilateration-based indoor positioning algorithms [15]. 
Röbesaat et al. proposed a novel positioning method using 
Kalman filtering combined with dead reckoning-based fixes 
and trilateration-based fixes and successfully increased the 
accuracy [16]. Mackey and Spachos compared three of the most 
popular beacons for indoor localization and demonstrated that 
accuracy is affected by the environment and that filtering is 
necessary to improve the beacons’ performance [17]. Ji et al. 
compared how beacon positioning affects the accuracy of BLE 
signals and Wi-Fi signals, finding that many more BLE beacons 
are needed than Wi-Fi devices to obtain the same level of 
accuracy and that there is a strong relationship between 
accuracy and the position of the beacons [18]. Qureshi et al. 
showed that the multiple transmission power level negatively 
impacted the accuracy of indoor localization systems, 
increasing the error from 2 m to 5 m [19]. Qureshi et al. also 
found that, although Wi-Fi signals are more stable than BLE 
signals, BLE is sufficiently accurate for indoor localization. In 
addition, because BLE operates at much lower transmission 
power levels, it consumes less energy [19]. Kayış et al. 
mentioned that there is no general solution or technology for 
indoor localization problems and they proposed web based 
modelling system and A* based indoor navigation system [20]. 
As a result of the literature review, it is concluded that the 
performance of BLE-based IL systems varies a lot according to 
the environment. Various preprocessing steps were also used 

in IL systems to minimize possible errors. However, in these 
studies, it was ignored that sometimes the traditional 
triangulation method and sometimes the signature based 
methods are better than the other, depending on the 
environment. Therefore, in our study, a hybrid approach was 
proposed to solve this problem. 

An indoor localization system generally consists of stationary 
gateways and a mobile Bluetooth transmitter. The distance 
from the mobile transmitter to the gateways is calculated using 
RSSI, and the location of the mobile transmitter is calculated 
using the distances between three gateways in a triangulation 
algorithm. The real distance of the mobile transmitter from a 
gateway is crucial for accurate distance calculation. For 
example, the RSSI measures -82 if the real distance is between 
12 and 14 meters and measures -92 if the real distance is 
between 39 and 45 meters (measured power is assumed to be 
-65 and the free space factor is assumed to be 2). Therefore, if 
the target is far away from a gateway, the accuracy of the 
system decreases because of the characteristics of BLE signals. 
Considering the literature, even if the demo systems achieve an 
error of one meter, achieving this degree of accuracy in the real 
system is costly. To achieve accuracy within one meter, the 
distance between the gateways should be four meters at most. 
Thus, an area of 64 square meters (8m × 8m) needs at least 9 
gateways. These environments are expensive, and real fields 
are often much larger than 64 square meters. Another problem 
in the systems with real-time data is too much noise. BLE uses 
a low transmission level to preserve battery life and is therefore 
easily affected by the environment. Another approach for 
indoor localization is using footprint and machine learning 
algorithms to estimate position. For this purpose, the area is 
divided into regions, and data from each region are collected 
separately. If the regions are large, then the accuracy of the 
system is worse than when using triangulation, and, if the 
regions are small, it is difficult to collect data because the 
number of regions will be extremely high. In these situations, 
triangulation sometimes performs better than footprinting but 
not always. Therefore, we propose a hybrid model, which is the 
first novelty of this paper, that uses footprinting and 
triangulation together. In this model, signals from transmitters 
are checked with a formula, and, if at least three of them 
intersect, the position will be calculated by triangulation. 
Otherwise, the machine learning model will estimate the 
position. Second novelty of this study is evaluated as a 
generating real time dataset for indoor localization problems 

2 Methods 

2.1 Triangulation 

Triangulation is a method of finding the location of a 
transmitter using radial distance. In this method, the distance 
of a transmitter from the gateways in the gravitational field is 
measured using signal power. At least three of the measured 
distances are selected and at least three circles with radius of 
the measured distance are generated. The intersection of these 
circles gives the position of the transmitter. The area of the 
intersection point measures the accuracy of the positioning 
system. Several approaches can be used for a triangulation 
algorithm, and detailed information about the approach used in 
this study can be found in papers by Hou et al. [21]. 

2.2 Fingerprinting 

Fingerprint (FP) approach is another method frequently used 
in location detection systems. FP approach aims to create the 
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RSSI fingerprint of the region by measuring the RSSI values in a 
particular region. FP approach basically consists of two main 
stages: offline and online. In the offline stage, RSSI values from 
determined regions are collected and stored. For this purpose, 
it is necessary to collect data by physically walking in the 
region. At this stage, the information of the region where the 
RSSI values are collected should also be stored. In the online 
stage, the data collected in the first stage is used to estimate the 
real-time location. The detailed information about FP approach 
can be found in the study proposed by Yu et al. [22]. In our 
study, dataset collection part for machine learning model can 
be thought as an offline stage of FP and the machine learning 
part can be thought as and online stage of FP.  

2.3 Classification methods 

2.3.1 K-Nearest neighbor 

The k-nearest neighbor (k-nn) algorithm is a supervised 
machine learning method that classifies based on the data 
stored in the training set. In many of the supervised 
classification algorithms, some parameters are determined by 
pre-training processes that use the training set, and the test 
data are classified using these parameters without the need for 
training data. In the k-nn algorithm, there is no need for pre-
training. Instead, the test data are classified using the training 
set each time the algorithm is run. Therefore, in the first step of 
the k-nn algorithm, a training set is created with the help of 
labeled data. Then the k parameter and a distance function 
(Minkowski, Euclid, etc.) are selected. When new data is 
encountered, the distance of this data to the data in the training 
set is calculated one by one using the selected distance 
algorithm. Then, the classification set is created by choosing k 
data with the smallest distance from the training sets. In the 
final step, the class of the new data is determined by the 
majority class in the classification set, and the model is 
terminated. The detailed information about k-nn algorithm can 
be found in the document written by Petersen [23]. 

2.3.2 Naïve bayes 

The Naïve Bayes algorithm is one of the simplest machine 
learning algorithms and aims to find the probability of samples 
belonging to each class based on the Bayes theorem shown in 
Equation 1. 

𝑃(𝐶|𝑋) =  
𝑃(𝑋|𝐶)𝑃(𝐶)

𝑃(𝑋)
 (1) 

In this equation, X represents the feature vector, C represents 
the class label, and P (C|X) represents the probability of sample 
X belonging to C. In this equation, P (X) can be eliminated for 
the naïve Bayes algorithm because it is the same for all classes 
and thus will not affect the result. In the final step of the naïve 
Bayes algorithm, the probability of sample X, which belongs to 
each class, is calculated using Eq. 1 with the sample assumed to 
belong to the class with the greatest probability value. The 
detailed information about Naïve Bayes classifier can be found 
in the Murphy’s study [24].  

2.3.3 Logistic regression 

Logistic regression (LR) is a data analysis technique that uses 
mathematics to find relationships between two data factors. LR 
then uses this relationship to estimate the value of one of these 
factors based on the other. The prediction usually has a limited 
number of outcomes such as yes or no. LR models are 
mathematically less complex than other machine learning 

methods [25]. LR models can process large volumes of data at 
high speed as they require less computational capacity such as 
memory and processing power. In most cases, more than one 
explanatory variable affects the value of the dependent 
variable. LR formulas assume a linear relationship between 
different independent variables to model such sets of input 
data. The function of LR for such sets is shown in Equation 2. 

𝑦 =  𝑓(𝛽0 +  𝛽1𝑥1 +  𝛽2𝑥2 + ⋯ +  𝛽𝑛𝑥𝑛) (2) 

In this equation, 𝑓 represents the logit function, 𝑥𝑛 represents 
the observed value for the 𝑛𝑡ℎ variable, and 𝛽𝑛  represents the 
regression coefficient for 𝑛𝑡ℎ variable. The detailed information 
about LR can be found at book chapter written by Wright [26]. 

2.3.4 Artificial neural networks 

Artificial Neural Networks (ANN) is a supervised machine 
learning method that aims to learn by imitating the human 
nervous system. An ANN model is created by connecting the 
neurons in one layer to the neurons in the following layer. The 
multilayer perceptron neural network (MLP) model, which is 
the most commonly used artificial neural network model, 
consists of three layers: an input layer, a hidden layer, and an 
output layer. The input layer is where data is read. Since each 
neuron represents a feature, the model contains as many 
neurons as the number of features. The output layer is where 
classes are determined. This layer can contain a single neuron 
or as many neurons as the number of class varieties, depending 
on the model. Finally, the hidden layer, situated between the 
input layer and the output layer, is where data is subjected to 
intermediate processing. Although there is no standard number 
of hidden layers or of neurons within a hidden layer, these two 
factors greatly affect the accuracy of training. The MLP model is 
also known as feedforward ANN because the learning is done 
from one layer to the next layer. These training algorithms aim 
to update the weights to minimize the error. The detailed 
information about ANN classifier can be found in the study 
written by Jain et al. [27].  

2.3.5 Support vector machines 

The support vector machine (SVM) is capable of separating data 
into two or more classes with separation mechanisms in linear 
form in two-dimensional space, planar in three-dimensional 
space, and hyperplane in multi-dimensional space. The SVM 
moves data to a higher dimensional space through kernel 
functions to make them linearly separable, assuming that the 
data consisting of N elements to be used for training is 𝑄 =
{𝑥𝑖 , 𝑦𝑖} where 𝑖 = 1,2, … 𝑁, 𝑥𝑖  indicates the feature vector and 
𝑦𝑖  indicates the class values. Although an infinite number of 
multiple planes can be drawn that can classify the dataset, the 
goal is to select the hyperplane that will result in the smallest 
unknown classification error. The detailed information about 
SVM classifier can be found in the study written Noble [28]. 

3 Proposed model 

In this study, hybrid model that uses both triangulation and 
machine learning algorithms was proposed. This system 
consists of six layers: data collection, a broker, pre-processing, 
distance calculation, filtering, and decision-making. The system 
architecture is shown in Figure 1. 

The RSSI value of each beacon is measured by gateways in the 
data collection layer and is then transferred to the broker. The 
broker is an interface that takes data from sensors with several 
transfer protocols, such as TCP, UDP, HTTP, and MQTT, and 
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decomposes the data to extract information. This broker is 
horizontally scalable and based on a Software as a Service 
(SaaS) system. It was developed using a microservice 
architecture, allowing new features that are programming 
language-independent to be added easily. In the literature, it is 
shown that using full-text index search algorithm with the 
document based database improves the performance of the 
search system [29]. Because of this reason, our broker also 
contains advanced system such as elastic search and MongoDB. 
Detailed information about this broker can be found in our 
previous work [30]. 

 

Figure 1. Architecture of the proposed system 

The RSSI value of each sensor will be extracted from the data 
parsed by the broker. As BLE may contain noise, the mean or 
median of M RSSI values from each sensor will be calculated in 
the third phase. M represents the number of last received 
values from sensors, and this number will be optimized. When 
the mean or median is calculated, three RSSI values measured 
by the most closest gateways for each beacon will be selected 
(i.e., three gateways with the highest measuredPower-RSSI 
values, which is explained in Equation 3). Next, the RSSI value 
is converted to distance, measured in meters, using Equation 3. 

𝑑 = 10
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑃𝑜𝑤𝑒𝑟−𝑅𝑆𝑆𝐼

10∗𝑁  (3) 

In this equation, “measured power” represents the RSSI value 
of a gateway measured in one meter, “RSSI” represents the 
measured RSSI of a sensor, and “N” represents constants that 
depend on environmental factors. For each gateway, assume 

that there is a circle with a radius d, and the target is on that 
circle. In the fifth phase, whether these three circles are suitable 
for triangulation or not will be determined. Most common 
pattern of three circles for a triangulation on a two-dimensional 
plane are shown in Figure 2 [31]. The circles can be tangent to 
each other, but, in this case, only one intersection point exists. 

 

Figure 2. Three circles arranged in 13 possibilities. 

In this figure, positions A, B, C, and D are suitable for 
triangulation, but the others are not. To triangulate, the 
intersection of three circles must be known. The intersection 
points of two circles can be found using the following equations. 

𝑑 =  √(𝑥1 −  𝑥2)2 +  (𝑦1 − 𝑦2)2 (4) 

𝑎 = ((𝑟1)2 − (𝑟2)2 +  𝑑2)/(2 ×  d) (5) 

ℎ =  √(𝑟1)2 −  𝑎2  (6) 

𝑥𝑖𝑛𝑡1 =  𝑥1 + 𝑎 ∗
(𝑥2 − 𝑥1)

𝑑
+ ℎ ∗ (

(𝑦2 − 𝑦1)

𝑑
) (7) 

𝑥𝑖𝑛𝑡2 =  𝑥1 + 𝑎 ∗
(𝑥2 − 𝑥1)

𝑑
− ℎ ∗ (

(𝑦2 − 𝑦1)

𝑑
) (8) 

𝑦𝑖𝑛𝑡1 =  𝑦1 + 𝑎 ∗
(𝑦2 − 𝑦1)

𝑑
+ ℎ ∗ (

(𝑥2 − 𝑥1)

𝑑
) (9) 

𝑦𝑖𝑛𝑡2 =  𝑦1 + 𝑎 ∗
(𝑦2 − 𝑦1)

𝑑
− ℎ ∗ (

(𝑥2 − 𝑥1)

𝑑
) (10) 

In these equations, 𝑥1, 𝑥2, 𝑦1 and 𝑦2 represent the center 
coordinates of two circles while 𝑟1 and 𝑟2 represent the radius 
of two circles, which are calculated using the RSSI to distance 
formula, and 𝑥𝑖𝑛𝑡1, 𝑥𝑖𝑛𝑡2, 𝑦𝑖𝑛𝑡1, and 𝑦𝑖𝑛𝑡2 represent the 
coordinates of the intersections’ points. These equations are 
applied three times (for each pair of circles), thus calculating six 
intersection points. When the intersection points are 
calculated, one needs to ensure that the circles are like circles 
A, B, C, D, E, and G in Figure 2. This can be verified using 
Equation 11. 

𝑘 =  √(𝑥𝑖𝑛𝑡1 − 𝑥3)2 +  (𝑦𝑖𝑛𝑡1 −  𝑦3)2 (11) 

In this equation, 𝑥𝑖𝑛𝑡1 and 𝑦𝑖𝑛𝑡1 represent the intersection point 
of circle1 and circle2, and 𝑥3 and 𝑦3 represent the center 
coordinates of circle3. If k> 𝑟3, where 𝑟3 represents the radius 
of circle3, then the intersection point of circle1 and circle2 is in 
circle3, which verifies that the circles are like A, B, C, D, E, and G 
in Figure 2. However, only positions A, B, C, and D are suitable 
for triangulation. Therefore, this calculation must be 
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augmented. Thus, we use the d value shown in Equation 4. If 𝑑 
> 𝑟1 + 𝑟2, then the two circles are separate. If 𝑑 < |𝑟1 - 𝑟2|, then 
one circle is covered by another. If 𝑑 = 0 and 𝑟1 =  𝑟2, then the 
circles are coincident. When these rules are applied to each pair 
of circles, circle E and G can be eliminated because, in these 
cases, one circle is covered by at least one other circle. In the 
final phase of the proposed model, if the target signal meets the 
necessary conditions, its position is calculated by triangulation. 
Otherwise, a trained machine learning model will estimate the 
target’s position. For each application, the accuracy of a 
machine learning model is determined by preliminary work. In 
these steps, the necessary parameters for the machine learning 
method are optimized and appropriate methods are selected by 
a final decision-maker. 

4 Experiment results 

In this study, datasets needed for the machine learning model 
are generated from the area, which is divided into equal-sized 
square regions. Bluetooth gateways are placed at the corners of 
each region. RSSI values are measured from different parts of 
each region with Bluetooth beacons, and each region is 
assigned a name. Here, the number of classes is equal to the 
number of regions, and the number of features is equal to the 
number of gateways. For this study, two different fields were 
created for data observation, differentiated by the distance 
between the gateways. In addition, three datasets were 
generated in different field conditions that can be named as 
easy, medium and hard cases.  

To test our model, three different experimental environments 
were created to simulate easy, medium, and hard cases. In the 
easy case, a 144 square meter noise-free area was divided into 
9 units of 16 square meters. In the medium case, some noise, 
such as noise from a crowd, was added during the data 
collection and testing phases. These two cases can also be 
described as a simulation environment, because no real-time 
testing has been done. In the hard case, an environment was 
created in a İstanbul airport. In this case, a 6400 square meter 
area was divided into 16 units of 400 square meters. The 
layouts of these environments are shown in Figure 3. Note that 
this environment is a real time testing area in İstanbul airport. 

 

Figure 3. Layouts of the created environments (A for easy and 
medium cases, B for the hard case). 

For both cases, many samples were observed from different 
parts of each region. The number of classes is equal to the 
number of regions; therefore, the easy and medium cases have 
nine different classes, and the hard case has sixteen different 
classes. Thanks to this information, we observed 180 samples 
for the easy case, 360 samples for the medium case, and 640 
samples for the hard case. In addition, we ensured a balanced 
dataset. For this purpose, 20 samples from each region of easy 

case, 40 samples from each region of medium case and 40 
samples from each region of hard cases were collected. These 
samples vary in terms of time collected, location of the collector 
in the region, position of the Beacon on the body, noise intensity 
of environment and the collector of the data. In the dataset 
collection process, it was aimed to collect data appropriate for 
the noises that may occur by moving the Beacon at different 
points of the body. For each dataset, 10% of the data was 
randomly selected as a validation set and 10% was selected as 
a test set. The remaining 80% was used to train the model. This 
test set is used to measure the accuracy of the machine learning 
model. Five machine learning algorithm, which are k-nn, Naïve 
Bayes, LR, ANN and SVM, were selected for our hybrid model, 
because they are most common used machine learning 
algorithm and easy to implement. The main aim of the study 
was to measure effect of hybrid model, which uses combination 
of machine learning algorithm and triangulation, for the 
performance of IL. Therefore, it is assumed that, effect of hybrid 
model on performance of IL can be measured quickly using 
these five machine learning models. The proposed model was 
applied to real-time streaming data to measure its 
performance. The scikit-learn library in Python was used for all 
machine learning models [32]. Using training and validation 
sets, we optimized the k parameters for the k-nn algorithm, the 
C parameter for LR, the C and gamma parameters for SVM, and 
the learning rate, number of units in hidden layer, and the 
number of epochs for ANN. Optimum parameters and search 
space are shown in Table 1. In this table, E represents the easy 
case, M represents the medium case, and H represents the hard 
case.  

After parameter optimization, the models were trained and 
tested using three different datasets. Table 2 shows the 
accuracy, precision, recall and F1-score of each model for each 
dataset. As mentioned before, our data was labeled with more 
than two classes. For this purpose, weighted average technique 
was used to compute precision and recall. The formulas of these 
performance metrics can be found at related information 
document [33]. Data collection, optimization, training, and test 
phases will be repeated every time the environment change.  In 
this table, blond values represent the best score for each metric 
of each environment. 

When the machine learning model predicts the target’s position 
as a region, the target can be anywhere in the region. Therefore, 
even when the machine learning model predicts the region 
correctly, the mean error will be 2 meters for the easy and 
medium cases and 10 meters for the hard case. If the position 
can be triangulated, it will be more accurate, however, 
triangulation is not always possible. Thus, in the final phase, the 
best model for each environment was selected, and the model 
was trained using a concatenation of the training and validation 
sets. As shown in Table 2, k-nn and LR are the best models for 
the easy case while, for the medium and hard cases, k-nn is the 
best model based on the accuracy metric. Based on all other 
metrics, k-nn is the best model for all environments. Although 
k-nn was the most accurate for all environments, our 
experiments indicate that k-nn is not suitable for use with real-
time streaming data. As mentioned previously, k-nn uses a 
training set in every prediction, which causes a delay in position 
estimation. Therefore, LR, which is the second-best algorithm 
for all environments, is used for the real-time prediction model. 
The solo triangulation and machine learning models were both 
tested with real-time streaming data.  
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Table 1. Parameter optimization results and search space. 

Method Parameter Name Search Space Optimum Values 

k-nn k {1,3,5,7,9,11,13,15,17} E = 3, M = 3, H = 5 
LR C {2-6, 2-5, 2-4, 2-3, 2-2, 2-1, 2, 21, 22, 23, 24, 25, 26} E = 0.25, M = 0.5, H = 0.25 

SVM C {2-6, 2-5, 2-4, 2-3, 2-2, 2-1, 2, 21, 22, 23, 24, 25, 26} E = 1, M = 0.5, H = 0.25 
SVM gamma {2-6, 2-5, 2-4, 2-3, 2-2, 2-1, 2, 21, 22, 23, 24, 25, 26} E = 0.625, M = 0.03125, H = 0.5 
ANN learning rate {0.5,0.3,0.1,0.05,0.03,0.01,0.005,0.003,0.001} E = 0.01, M = 0.01, H = 0.03 
ANN hidden layer {10,20,30,40,50,60,79,80,90,100,110,120,130,140,150} E = 80, M = 30, H = 120 
ANN epochs {50,75,100,125,150,175,200,225,250,275,300,325,350} E = 225, M = 325, H = 150 

Table 2. Accuracy of machine learning models for three environments. 

Environment Performance Metric k-nn Naïve Bayes LR ANN SVM 

Easy Case 

Accuracy 94.44% 77.70% 94.44% 88.88% 77.70% 
Precision 93.75% 72.52% 95.65% 86.66% 75.25% 

Recall 95.74% 81.48% 93.61% 90.69% 82.02% 
F1-Score 94.73% 76.74% 94.62% 88.63% 78.49% 

Medium Case 

Accuracy 91.66% 66.60% 88.88% 83.33% 69.44% 
Precision 90.42% 64.70% 87.84% 82.44% 61.32% 

Recall 93.40% 73.33% 89.83% 85.16% 73.50% 
F1-Score 91.89% 68.75% 88.82% 83.78% 66.86% 

Hard Case 

Accuracy 85.93% 70.31% 84.37% 81.25% 64.06% 
Precision 87.30% 71.26% 85.04% 79.68% 63.63% 

Recall 85.19% 73.37% 84.00% 81.75% 65.62% 
F1-Score 86.23% 72.30% 84.52% 80.70% 64.61% 

Table 3. Mean error of models in three environments, measured in meters. 

Environment Triangulation Machine Learning Proposed Model 

Easy Case 1.3 meters 2.4 meters 1.6 meters 
Medium Case 1.8 meters 2.6 meters 1.9 meters 

Hard Case 19 meters 16 meters 14.3 meters 
 

To calculate the mean error in the machine learning model, we 

assume that every correct prediction has an error of 
𝑙

2
 meters 

where 𝑙 represents the edge size of a region and that every 

incorrect prediction has an error of  
𝑙

2
+ 𝑑𝑖𝑠 meters where 𝑑𝑖𝑠 

represents the distance from the prediction region to the real 
target region. For example, the distance between region1 and 
region2 in the easy case is eight meters, which is the distance 
between the center points of two regions. According to this 
information, Table 3 summarizes the mean errors of three 
models for the three cases. The experiment’s results indicate 
that, if gateways are placed densely throughout a noise-free 
area, triangulation alone is enough to calculate a target’s 
position. Likewise, when noise is added to an area with densely 
placed gateways, triangulation is still sufficient to calculate the 
position. In this scenario, the proposed model obtained similar 
results to the triangulation model. However, for noisy 
environments with sparsely placed gateways, the machine 
learning model was more accurate than triangulation, and the 
proposed model obtained the best results. 

5 Conclusion 

In this paper, we propose a novel approach for BLE-based 
indoor localization that uses a combination of triangulation and 
machine learning. Five machine learning models (Naïve Bayes, 
k-nearest neighbor, logistic regression, support vector 
machines, and artificial neural networks) were optimized and 
used for prediction. The results show that k-nn performs the 
best among the machine learning models, but it is the slowest 
model when using real-time streaming data. Therefore, LR is 

used in the proposed model. When gateways are placed close 
together, triangulation obtains the smallest degree of error. 
However, as the distance between gateways increases, the 
degree of error with triangulation increases dramatically, and 
the proposed model yields better results. For a future study, we 
plan to develop a scalable horizontally ready application of the 
proposed model and we will test it in different environments. 
We also plan to increase the sample size and apply deep 
learning models. 
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