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Abstract

In this paper, we present and employ some numerical techniques for the computational solution of fourth-order differential beam equation. The equation describes a beam system on elastic foundation with an ill-posed situation. We formulate suitable algorithms to aid the computation of the Exponentially Fitted Collocation Method (EFCM), Hybrid Block Method (HBM), Homotopy Perturbation Method (HPM), and Differential Transformation Method (DTM) to reduce and overcome stress involves during evaluation. The formulated algorithms are further used for numerical comparison of the results. The results show that the algorithms are efficient and numerical methods prove to be highly effective for solving beam problems.
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1 Introduction

Mathematical modelling of physical phenomena usually leads to boundary value problem (BVP) and initial value problems (IVP) which are evolutionary equations from many natural phenomena. Many of these physical events are modelled using linear and non-linear differential equations. The solution to such problems is essential for deep meaning and understanding of the natural phenomenon involved. Therefore, the modelling and study of efficient solution to the problems arising are highly imperative.

Ordinary differential equations continue to have relevance in structural and civil engineering, particularly in beam system. A beam system is defined as structurally bar members whose purposely function is to support transverse loading and carry it to the supports. The external force acting of the beam will continuously deflect, which would distribute reaction forces in the supporting medium. The level of these reaction forces at a given point is proportional to the deflection of the beam y(t).

Several authors including [1]-[12] have worked on various numerical and computational techniques to solve ordinary differential equations such as adomain decomposition method (ADM), differential transformation method (DTM), homotopy perturbation method (HPM), variational iteration method (VIM), Range-Kutta method (RKM) and homotopy analysis method (HAM) have been developed to numerically solve various type of problems since analytical approach are in most cases not available or inefficient in handling complex problems in applied sciences and computational engineering. In this paper, we investigate the nature of the acting force E(t) acting on elastic foundation beam equation with free ends of the form:}

\[
\frac{d^4y(t)}{dt^4} + y(t) = E(t)
\]

with initial conditions:

\[
\begin{align*}
\quad y(t_0) &= \mu \\
\frac{d}{dt} y(t_0) &= \varphi \\
\frac{d^2}{dt^2} y(t_0) &= \gamma \\
\frac{d^3}{dt^3} y(t_0) &= \psi
\end{align*}
\]

Where E(t) is external force acting on beam elastics foundation and \( \mu, \varphi, \gamma, \psi \) are constants.

2 Description of numerical techniques

2.1 Exponentially fitted collocation approximation method (EFCAM)

Authors [13] proposed exponentially fitted collocation approximation method (EFCAM) to solve Bessel equation of
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order zero. The use of power series as a basis function was employed and obtain 4th derivative of \( y(t) \) was carried out which eventually substitute into a slightly perturbed equation (4) added with perturbation term the right-hand side of the equation which is to minimize the error obtain in the problem under consideration [14].

To employ exponentially collocation approximation method for the numerical solution of equation (1), we consider a power series of the form:

\[
y(t) = \sum_{N=0}^{m} y_N t^N
\]

and the Exponentially fitted approximate solution of the form:

\[
y(t) = \sum_{N=0}^{m} y_N t^N + \tau_4 e^t
\]

where \( t \) is dependent variables, \( \tau_4 \) is tau-parameter with the highest derivative of equation (1) and \( y_N \), \((N \geq 0)\) are the unknown constants to be determined, \( m \) is the length of computation and degree of Chebyshev polynomials.

Obtaining the fourth derivative of equation (3), lead to

\[
y^{(iv)}(t) = N(N - 1)(N - 2)(N - 3)y_N t^{N - 4}
\]

Substitute equations (5) and (3) into equation (1), we obtain

\[
N(N - 1)(N - 2)(N - 3)y_N t^{N - 4} + y_N N^4 = E(t)
\]

Expansion of equation (6) and collect the like terms, we have

\[
\begin{align*}
\{ y_0 + y_1 t + y_2 t^2 + y_3 t^3 + (24 t + t^4) y_4 + \cdots + \\
(N(N - 1)(N - 2)(N - 3)t^N - 4 + t^N) y_N = E(t) \}
\end{align*}
\]

Slightly perturbed and collocate (7), we have

\[
\begin{align*}
\{ y_0 + y_1 t + y_2 t^2 + y_3 t^3 + (24 t + t^4) y_4 + \cdots + \\
(N(N - 1)(N - 2)(N - 3)t^N - 4 + t^N) y_N = E(t) \\
+ (-T_m(t_i) - \tau T_{m-1}(t_i) - \tau T_{m-2}(t_i) - \tau^2 T_{m-3}(t_i)) \}
\end{align*}
\]

Where \( t_i = a + \frac{(b-a)}{m+2}; \ i = 1, 2, 3 \ldots \ldots \ldots m + 1 \)

Thus, equation (9) leads to \((m+1)\) unknown constants linear algebraic system of equations. In order to make the system of equations a square matrix, four extra equations are added by fitting one \((\tau_4)\) tau-parameter to give initial conditions (2).

\[
\begin{align*}
y(t_0) = \sum_{N=0}^{m} y_N t^N + \tau_4 e^t_0 = \mu \\
y'(t_0) = \sum_{N=0}^{m} N y_N t^{N-1} + \tau_4 e^t_0 = \varphi \\
y''(t_0) = \sum_{N=0}^{m} N(N - 1)y_N t^{N-2} + \tau_4 e^t_0 = \gamma \\
y'''(t_0) = \sum_{N=0}^{m} N(N - 1)(N - 2)y_N t^{N-3} + \tau_4 e^t_0 = \psi
\end{align*}
\]

Altogether, we obtained \((m+5)\) algebraic linear equations in \((m+5)\) unknown constants. Thus, we put the \((m+5)\) algebraic equations in a square matrix form:

\[
VK = G
\]

\[
\text{Where}
\]

\[
K = (y_0, y_1, y_2, \ldots, y_m \ t_1 \ t_2 \ t_3 \ t_4)^T
\]

\[
G = (E(t_1), E(t_2), E(t_3), \ldots, E(t_m), \alpha, \tau, \gamma, \psi)^T
\]

2.1.1 Exponentially fitted collocation algorithm (EFCA)

In this section, the computational procedures using Maple 18 software are employed to formulate three steps algorithm using equations (3) to (11) to reduce the time involved in evaluating the EFCA. At the same time, efficiency and accuracy of the method are guaranteed.

Restart
Step 1:
\[
Y_0 := t^r \ 	ext{for i from 0 to m}
\]

\[
P_0 := \text{evalf}(\text{P}0 = 0); \ 
P_1 := \text{evalf}(\text{P}0 = 1); \ 
P_2 := \text{evalf}(\text{P}0 = 2); \ 
\text{for (i from 1 to m) do} \ 
P_\text{m} := \text{evalf}(\text{P}0 = \text{m}); \\
\end{do}
\]

Step 2:
\[
L := P_0 + P_0 \times P_2 + \cdots + P_0 \times m - T_0 \times a; \\
C_0 := \text{evalf}(L_+ = \frac{1}{m+2}); \\
C_0 := \text{evalf}(L_+ = \frac{2}{m+2}); \\
C_1 := \text{evalf}(L_+ = \frac{3}{m+2});
\]

\[
\text{for (i from 0 to m) do} \ 
\text{evalf}(L_+ = \frac{1}{m+2}); \\
\end{do}
\]

Step 3:
\[
eqn1 := \text{evalf}(\text{C}1); \ 
eqn2 := \text{evalf}(\text{C}2); \ 
eqn3 := \text{evalf}(\text{C}3); \ 
\]

\[
eqn1 := \text{evalf}(\text{C}1); \ 
eqn2 := \text{evalf}(\text{C}2); \ 
eqn3 := \text{evalf}(\text{C}3); \ 
\]

\[
eqn1 := \text{evalf}(\text{C}1); \ 
eqn2 := \text{evalf}(\text{C}2); \ 
eqn3 := \text{evalf}(\text{C}3); \ 
\]

\[
solve\{\text{eqn1, eqn2, eqn3, \ldots, eqn[m + 5]}, (y(0), y(1), y(2), y(3), \ldots, y(m), t_1, t_2, t_3, t_4)\};
\]
Output: See Table 2
Exponentially fitted collocation approximate solution
\[ y(t) = y(0) + y(1)t + y(2)t^2 + y(3)t^3 + \ldots + y(n)t^n + \tau(t) \]

Where \( m \) is computational length, \( T(m) \) is equivalent shifted Chebyshev polynomial of degree \( m \) and \( \mu, \varphi, \gamma, \psi \) are constants.

### 2.2 Hybrid block method (HBM)

Hybrid Block Method (HBM) was proposed by [15] to solve general fourth-order ordinary differential equations in a direct way approach using power series as the basis function. The technique involves the uses of collocation and interpolation techniques to derive a continuous implicit three steps linear multistep method. The HBM for direct solution of general fourth-order initial value problems was specifically with three steps approach with two-off-step points at collocation and interpolation. Considering the general fourth-order differential equation of the form;

\[ y^{(iv)}(x) = f(x, y, y', y'', y''') \]  

(12)

where \( f \) is continuous: \( \mathbb{R}^{n+1} \rightarrow \mathbb{R}^n \). Likewise, we consider the power series of the form,

\[ y(x) = \sum_{j=0}^{t+3-1} a_j x^j \]

(13)

where \( a_j \in \mathbb{R}, j = 0(1) t + c - 1, y \in C^m \) and \( t \) are collocation and interpolation points, respectively. Taking the fourth derivative of (13), then equate the result of the fourth derivatives to (12);

\[ f(x, y, y', y'', y''') = \sum_{j=0}^{t+3-1} f(j - 1)(j - 2)(j - 3)a_j x^{j-4} \]

(14)

\( a_j \in \mathbb{R} \) are parameters to be determined. Collocating (12) at \( x = x_{n+i} ; i = 0, \frac{1}{2}, 1, \frac{3}{2}, 2, 3 \) as well as at \( x = x_{n-i} ; i = 0, \frac{1}{2}, 1, \frac{3}{2} \) and evaluating at the endpoint \( x = x_{n+i} ; i = 2, 3 \) gives a system of non-linear equation. The resulting system of equations is solved to obtain the desired Hybrid Block Method (HBM) as;

\[ y_{n+1} = y_n + \frac{3}{2} h z_n + \frac{9}{8} h^2 w_n + \frac{9}{4} h^3 q_n + h^4 \left( \frac{11949}{6967296} f_n + \frac{1222432}{239} f_n + \frac{174182400}{11} f_n + \frac{1105957}{5947} f_n + \frac{1}{3628800} f_n \right) \]

(15)

\[ y_{n+3} = y_n + \frac{1}{2} h z_n + \frac{1}{6} h^2 w_n + \frac{1}{8} h^3 q_n + h^4 \left( \frac{1215}{1215} f_n + \frac{139}{4050} f_n + \frac{149}{7560} f_n + \frac{187}{17010} f_n + \frac{17}{5670} f_n + \frac{11}{85050} f_n \right) \]

(16)

\[ y_{n+2} = y_n + 2 h z_n + 2 h^2 w_n + \frac{4}{3} h^3 q_n + h^4 \left( \frac{1529}{85050} f_n + \frac{1024}{85050} f_n + \frac{1024}{85050} f_n + \frac{1400}{85050} f_n + \frac{1400}{85050} f_n \right) \]

(18)

\[ y_{n+3} = y_n + 3 h z_n + 9 h^2 w_n + \frac{9}{2} h^3 q_n + h^4 \left( \frac{729}{1400} f_n + \frac{9}{1400} f_n + \frac{9}{1400} f_n + \frac{9}{1400} f_n \right) \]

(19)

Where \( x_{n+j} = y_{n+j} + \frac{f_{n+j}}{C} \) \( y_{n+j} = y''_{n+j} + \frac{f_{n+j}}{\mu} \) \( y_{n+j} = y'''_{n+j} + \frac{f_{n+j}}{\nu} \) \( j = 0, \frac{1}{2}, 1, \frac{3}{2}, 2, 3 \)

Thus, equations (15)-(19) are the hybrid block method (HBM) for direct solution of general fourth-order beam equation (1).

### 2.3 Homotopy perturbation method (HPM)

Author [16] proposed a Homotopy Perturbation Method to solve various problems in applied mathematics and engineering sciences. To illustrate the basic ideas of the HPM, he considers

\[ A(y) - f(t) = 0 \]

(20)

With boundary condition

\[ C \left( \frac{\partial y}{\partial \tau} \right) = 0 \]

(21)

\[ L(y) + N(y) - f(\tau) = 0 \]

(22)

Here \( y \) and \( t \) are dependent and independent variables respectively, \( A \) and \( C \) is general differential and boundary operators respectively while \( \partial \Omega \) is the boundary of the domain \( \Omega \) and \( f(\tau) \) is a known analytic function. Eventually, equation (20) can be rewritten as described in [17] follow;

\[ H(\tau, p) ; \Omega \times [0,1] \rightarrow \mathbb{R} \]

(23)

Satisfies,

\[ H(\tau, p) = L(\tau) - L(y_0) + pL(y_0) + p[N(y) - f(\tau)] = 0 \]

(24)

where, \( p \in [0,1], \tau \in \Omega \) and \( p \) is called homotopy parameter. \( H \) is homotopy function and \( y_0 \) is an initial approximate solution for equation (20) which satisfies the given boundary conditions. By equation (24), we have

\[ H(\tau, 0) = L(\tau) - L(y_0) = 0 \]

(25)

and

\[ H(\tau, 1) = L(\tau) + N(\tau) - f(\tau) = 0 \]

(26)
Thus, the solution of equation (24) can be written as a series in $q$ as follows:

$$V = v_0 + qv_1 + q^2v_2 + q^3v_3 + \cdots = \sum_{k=0}^{\infty} q^k v_k$$  \hspace{1cm} (27)

### 2.3.1 Homotopy perturbation algorithm (HPA)

The computational procedures using Maple 18 software are employed to formulate three steps algorithm using equations (20) to (27) in order to reduce the time involved in the evaluation of the HPM while efficiency and accuracy of are guaranteed.

**Restart:**

**Step 1:**

$$f := E(t);$$

$$y[0] := \mu + qf + y\left(\frac{t^2}{2!}\right) + \psi\left(\frac{t^3}{3!}\right);$$

$$N = R;$$

**Step 2:**

$$y[1] := -\text{value}\left(\int_{t=0}^{t} (y[0], t, t, t) + y[0] - f)\right);$$

**for** $n$ **from** 2 **to** N **do**

$$y[n] := -\text{value}\left(\int_{t=0}^{t} (y[n-1], t, t, t)\right);$$

**end do**

**Step 3:**

$$V := \text{sum}(y[j], j=0 \cdots N);$$

**for** $n$ **from** 0 **by** 0.1 **to** 1 **do**

$$\text{evalf}(\text{eval}(V, t=n));$$

**end do**

**Output:** See Table 2

$$y(t) \approx a + \beta t + y\left(\frac{t^2}{2!}\right) + \psi\left(\frac{t^3}{3!}\right) + \cdots + G\left(\frac{t^n}{n!}\right)$$  \hspace{1cm} (28)

### 2.4 Differential transformation method (DTM)

Zhou [18] was the first author to proposed and applied differential transformation method to solve linear and non-linear initial value problems in electric circuit analysis. This basic idea of DTM is to reconstruct a semi-analytical numerical technique using traditional Taylor series for the solution of ordinary differential equations and partial differential equations in the form of a polynomial. The iterative procedures for obtaining analytic Taylor series solutions of differential equations [19],[20].

To solve equation (1) using DTM, we consider an arbitrary functions $y(t)$ which differential transform of $Y(k)$ is defined as.

$$Y(k) = \frac{1}{k!} \left[ \frac{d^k y(t)}{dt^k} \right]_{t=0}$$  \hspace{1cm} (28)

Where $y(t)$ the original function while $Y(k)$ is the transformed function.

The Inverse transform of $Y(k)$ is given as

$$y(t) = \sum_{k=0}^{\infty} t^k Y(k)$$  \hspace{1cm} (29)

Substitute equation (28) into equation (29), we have

$$y(t) = \sum_{k=0}^{\infty} \frac{t^k d^k y(t)}{dt^k}$$  \hspace{1cm} (30)

The fundamental mathematical operations performed by the differential transform method are.

### 2.4.1 Differential transformation algorithm (DTA)

The computational procedures of Maple 18 software are employed to formulate four steps algorithm using Table 1 as follows:

**Table 1. One dimensional differential transformation.**

<table>
<thead>
<tr>
<th>Functional Form $y(t)$</th>
<th>Transformed Form $Y(k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a g(t) + 2 h(t)$</td>
<td>$\alpha H(0) + \beta H(1)$</td>
</tr>
<tr>
<td>$\delta(k-n)$</td>
<td>$\frac{\alpha}{k!} + \beta$</td>
</tr>
<tr>
<td>$e^t$</td>
<td>$\frac{\alpha}{k!} + \beta$</td>
</tr>
<tr>
<td>$e^{\beta t}$</td>
<td>$\frac{\alpha}{k!} + \beta$</td>
</tr>
<tr>
<td>$g(t)h(t)$</td>
<td>$\sum_{k=0}^{k} G(r) H(k-r)$</td>
</tr>
<tr>
<td>$\frac{d^n g(t)}{dt^n}$</td>
<td>$(k + 1) (k + 2) \cdots (k + n) G(k + n)$</td>
</tr>
<tr>
<td>$\sin(\alpha t + \beta)$</td>
<td>$\frac{\alpha}{k!} + \beta$</td>
</tr>
</tbody>
</table>

**Restart:**

**Step 1:**


$$E(t) := \left\{ \begin{array}{c}
(-2)^k \sin\left(\frac{k\pi}{2} + 1\right) \\
2\delta[k - 1] - \delta[k] \\
- e^t + \frac{(-2)^k}{k!}
\end{array} \right.$$  \hspace{1cm} (28)

**Step 2:**

$$\delta(0) := 1;$$

$$\delta(1) := 0;$$

**for** $n$ **from** 2 **to** N **do**

$$\delta(n) := 0;$$

**end do**

**Step 3:**

**for** $k$ **from** 0 **to** N **do**

$$Y[k+4] := -\frac{1}{(k + 1)(k + 2)(k + 3)(k + 4)} (Y[k] - E(t));$$

**end do**

**Step 4:**

$$y := \text{sum}\left(\frac{Y[j]}{j!}, j=0 \cdots N + 4\right);$$

**for** $n$ **from** 0 **by** 0.1 **to** 1 **do**

$$Y[n] := \text{evalf}(\text{eval}(y, t=n));$$

**end do**

**Output:** See Table 2 and Table 3.

$$y(t) \approx Y(0) + Y(1)t + Y(2)t^2 + Y(3)t^3 + \cdots + Y(N)t^N.$$
2.5 Numerical results

Table 2. Comparison of analytical solution and numerical solutions.

<table>
<thead>
<tr>
<th>t</th>
<th>Solutions</th>
<th>( E(t) = \sin(-2t + 1) )</th>
<th>( E(t) = -2t + 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analytical</td>
<td>0.973417925</td>
<td>0.973418513</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>0.973417925</td>
<td>0.973418513</td>
</tr>
<tr>
<td>0.1</td>
<td>HBM</td>
<td>0.973417925</td>
<td>0.973418513</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>0.973417925</td>
<td>0.973418513</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>0.973417983</td>
<td>0.973418518</td>
</tr>
<tr>
<td></td>
<td>Analytical</td>
<td>0.977024404</td>
<td>0.977032808</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>0.977024404</td>
<td>0.977032808</td>
</tr>
<tr>
<td>0.2</td>
<td>HBM</td>
<td>0.977024404</td>
<td>0.977032808</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>0.977024405</td>
<td>0.977032808</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>0.977035099</td>
<td>0.977025706</td>
</tr>
<tr>
<td></td>
<td>Analytical</td>
<td>1.010982745</td>
<td>1.011020830</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>1.010982743</td>
<td>1.011020831</td>
</tr>
<tr>
<td>0.3</td>
<td>HBM</td>
<td>1.010982745</td>
<td>1.011020830</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>1.010982744</td>
<td>1.011020830</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>1.011038098</td>
<td>1.010994414</td>
</tr>
<tr>
<td></td>
<td>Analytical</td>
<td>1.075414134</td>
<td>1.075523121</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>1.075414133</td>
<td>1.075523121</td>
</tr>
<tr>
<td>0.4</td>
<td>HBM</td>
<td>1.075414134</td>
<td>1.075523131</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>1.075414133</td>
<td>1.075523131</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>1.075601316</td>
<td>1.075468316</td>
</tr>
<tr>
<td></td>
<td>Analytical</td>
<td>1.170376836</td>
<td>1.170615381</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>1.170376836</td>
<td>1.170615381</td>
</tr>
<tr>
<td>0.5</td>
<td>HBM</td>
<td>1.170376837</td>
<td>1.170615382</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>1.170376837</td>
<td>1.170615382</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>1.170865239</td>
<td>1.170560235</td>
</tr>
</tbody>
</table>

Table 3. Comparison of analytical solution and numerical solutions.

<table>
<thead>
<tr>
<th>t</th>
<th>Solutions</th>
<th>( E(t) = e^{-2t+1} )</th>
<th>( E(t) = -\frac{1}{2t+1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analytical</td>
<td>0.973425402</td>
<td>0.973410504</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>0.973425401</td>
<td>0.973410504</td>
</tr>
<tr>
<td>0.1</td>
<td>HBM</td>
<td>0.973425401</td>
<td>0.973410504</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>0.973425400</td>
<td>0.973410504</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>0.973425600</td>
<td>0.973410504</td>
</tr>
<tr>
<td></td>
<td>Analytical</td>
<td>0.977139110</td>
<td>0.976909533</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>0.977139110</td>
<td>0.976909533</td>
</tr>
<tr>
<td>0.2</td>
<td>HBM</td>
<td>0.977139110</td>
<td>0.976909533</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>0.977139110</td>
<td>0.976909533</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>0.977145228</td>
<td>0.976909463</td>
</tr>
<tr>
<td></td>
<td>Analytical</td>
<td>1.011541289</td>
<td>1.010420346</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>1.011541287</td>
<td>1.010420346</td>
</tr>
<tr>
<td>0.3</td>
<td>HBM</td>
<td>1.011541289</td>
<td>1.010420346</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>1.011541289</td>
<td>1.010420346</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>1.011585818</td>
<td>1.010420247</td>
</tr>
<tr>
<td></td>
<td>Analytical</td>
<td>1.077117303</td>
<td>1.073696084</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>1.077117303</td>
<td>1.073696084</td>
</tr>
<tr>
<td>0.4</td>
<td>HBM</td>
<td>1.077117303</td>
<td>1.073696084</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>1.077117303</td>
<td>1.073696084</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>1.077297539</td>
<td>1.073696174</td>
</tr>
<tr>
<td></td>
<td>Analytical</td>
<td>1.174401026</td>
<td>1.166325524</td>
</tr>
<tr>
<td></td>
<td>EFCA</td>
<td>1.174401026</td>
<td>1.166325524</td>
</tr>
<tr>
<td>0.5</td>
<td>HBM</td>
<td>1.174401026</td>
<td>1.166325524</td>
</tr>
<tr>
<td></td>
<td>HBA</td>
<td>1.174401026</td>
<td>1.166325524</td>
</tr>
<tr>
<td></td>
<td>DTA</td>
<td>1.174903888</td>
<td>1.166323461</td>
</tr>
</tbody>
</table>

3 Computational experiments

In this section, we perform some numerical experiment on equation (1) coupled with the initial conditions in (2) with \( \mu = 1, \varphi = \cos(2), \gamma = 3, \psi = \frac{1}{5} \). To aid the numerical computations, Maple 18 software package is used. We shall consider trigonometric, algebraic, exponential and inverse functions cases for four cases of \( E(t) \) as follows

\[
E(t) = \begin{cases} 
\sin(-2t + 1) \\
-2t + 1 \\
\frac{1}{2t+1} 
\end{cases}
\] (31)

Equation (1) together with the initial conditions in (2) and the defined \( E(t) \), we apply the numerical methods discussed in section 2 to solve the initial value problems for the cases. The exact solution and numerical results for each of the methods were tabulated in section 2.5. The numerical results obtained for case 1, 2, 3 and 4 when the external force acting on a beam system was presented in Table 2 and Table 3.

4 Discussion and conclusion

4.1 Discussion

Figures (1, 2, 3, 4, 5) depict the plot of the deflection occur at beam elastic foundation and examination of external force \( E(t) \) (trigonometric function, algebraic function, exponential function and inverse function) are carried out to obtain corresponding \( y(t) \) (see Table 2 and Table 3) for each case which play a significant role in structural engineering.
computational viewpoint, Exponentially Fitted Collocation Algorithm (EFCA), Hybrid Block Method (HBM) and Homotopy Perturbation Algorithm (HPA) are closer to analytical solutions compare to that Differential Transformation Algorithm (DTA).
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