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Abstract

Within the framework of constructing mega coastal ports in Egypt, this research aims to achieve coastal management sustainability in its surroundings by modeling the Longshore Sediment Transport "LST". The literature in the fields of modeling and sediment transport was reviewed and scrutinized. The model was calibrated by contrasting the calculated wave data against 2003 measured data at the Damietta Buoy. The model inputs were tuned to produce a result that was similar to the observed data. Moreover, the model results were validated against 2005 measured data at the Damietta Buoy. Likewise, MIKE21 SM was used to estimate 2011 bed levels within Damietta Port, where 2010 bathymetrical survey data were used. Confident with the model results, it was employed to synthesize transport data for 1940-2020 in terms of LST, Gross LST “GLST” and Net LST “NLST” while considering human intervention and implementing ERA5 wave data. Results were obtained and analyzed, and there was a significant correlation between the significant wave height “Hs” and the wave period “Tp” and GLST (i.e. R=0.91-0.79, respectively). The analyzed trend results highlighted that in the pre-construction phase of Damietta Port, increases in GLST and NLST were modest (1139.9 and 243.7 m$^3$/year, respectively). However, in the post-construction phase of Damietta Port, they escalated between 4679.47 and 3962 m$^3$/year. The analyzed results indicated that after introducing coastal protection, GLST and NLST decreased to 2978.1 and 2176 m$^3$/year, respectively.
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1. Introduction

Coastal regions in the Mediterranean are susceptible to changes in climate. In addition, human intervention amplifies ecosystem vulnerability. However, Egypt is on track to construct mega ports such as Damietta Port. Historically, Damietta Port was constructed in 1982, when two western and eastern jetties were constructed to align its entrance. Additionally, in 2003, breakwaters were constructed within its vicinity. Moreover, from 2016 to 2019, protection was constructed that consists of four T-detached breakwaters.

Accordingly, the literature within the domain of coastal modeling was assembled. Many researchers have investigated this field. Prasad and Kumar [1] documented that the interaction between sea and land is affected by climate change susceptibilities. Likewise, Satterthwaite [2] stated that coastal areas attracted interest because of human development, resulting in population increase and susceptibility to climate threats (i.e. sea-level-rise, wave activity and erosion). Such threats are impared by human activities [3-6]. The Mediterranean zone is prone to an accelerated temperature increase that amplifies the coastal erosion risks [7-9]. On the other hand, Khalifa [10] documented that Longshore Sediment Transport “LST” plays a significant role in shoreline morphology, where it is induced by waves. Moreover, Aucan [11] stated that climate change affects localized regions in terms of hydrodynamic phenomena.

Numerical models are vital tools for predicting risky wave events [12,13]. However, these tools require development and validation to promote their reliability, and many studies have introduced many approaches for this purpose [14-16]. On the other hand, Başaran et al. [17] indicated that sustainable coastal management is of global significance, as coastal regions account for approximately 75% of the...
Earth's surface. Moreover, they further documented that human activities and climate change transformed the dynamics in coastal zones, which provoked substantial changes in spatial and temporal coastal ecosystems. Moreover, based on the scrutinized literature, it was obvious that many researchers are delving into LST mechanisms and coastal morphology, whereas Amarouche et al. [18] emphasized that a proper understanding of LST is a prerequisite to effectively manage coastal zones. Likewise, Simav et al. [19] highlighted that the Mediterranean is affected by increasingly human interventions. Focused on the Egyptian coast to offer coastal engineers key factors to effectively manage it [20]. Moreover, Van Rijn et al. [21] suggested that coastal engineers are confronted with a formidable challenge in achieving an accurate prediction of critical factors (i.e. near-shore waves). However, Keshtpoor et al. [22] concentrated on achieving hydrodynamic simulations, LST, and morphological changes, which are imperative for coastal management and planning.

Based on the aforementioned literature, it is important to achieve coastal management sustainability in the vicinity of mega coastal ports in Egypt (i.e., Damietta Port) by modeling the LST, where an 81-year data span was implemented in the present study (i.e. 1940 to 2020 ECMWF-ERA 5 wave data) to consider the long-term impact of climate change and human interventions.

2. Methods and Data

2.1. Study Area Description

The assembled data were analyzed, from which a clear study area description was perceived and presented. Damietta Port is located in the Nile Delta. It was constructed in 1982. It has a 15-m deep navigation channel. It has two jetties (i.e. eastern and western), and the western jetty is 7.9 km long [23]. The study area stretches over 10 km in the vicinity of Damietta Port, which is a significant maritime project that was initiated in 1981 [24]. Its location was selected because of its resilience to waves, where coastal accretion was historically documented [25,26]. The study area is distinguished by its very low tidal range (i.e. 14 cm) with a daily fluctuation of 0.60 m [27]. In addition, the grain size “D_{50}” of the study area is 0.25 mm and the seabed sediments are 0.11 mm, at depths less than 6 m [28]. However, many defensive measures have been constructed to protect Damietta Port [29]. Among them, for example, are four T-detached breakwaters that were constructed to protect Damietta Port’s eastern side. They were established between 2016 and 2019. They extend over 1.5 km. These defensive structures altered the wave reflection pattern, erosion, and accretion along the coast, as shown in Figure 1.

2.2. Data Collection

The assembled data encompassed 2003 and 2005 wave data at Damietta Buoy (i.e. located at a depth of 12 m at coordinates of 31.51° N and 31.76° E), as presented in Figure 1. The time series wave data were recorded at 4-h intervals and were obtained from the Egyptian Coastal Research Institute (CoRI). In addition, the ERA5 dataset provides significant data (i.e. wind and waves). Additionally, the available data incorporated 2010 and 2011 bathymetrical data as a set of profiles upstream and downstream of Damietta Port. These bathymetrical data were acquired from CoRI, as shown in Figure 2. Moreover, the data also included wave data from 1940 to 2020 acquired from ERA5. ERA5 data were accessed from https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels?tab=form [30]. The ERA5 dataset was developed by the European Centre for Medium-Range Weather Forecasts "ECMWF". It is a reanalysis dataset that provides comprehensive atmospheric and oceanographic information. It encompasses a huge observation array with satellite and buoy readings. ERA5 is renowned for its accuracy. Its resolution is 1 h, while its spatial resolution is 0.25° (i.e. 30 km). The duration of the ERA5 data (81 years) is considered appropriate in considering...
the recommendations of both the World Meteorological Organisation “WMO” and the Intergovernmental Panel on Climate Change “IPCC”. The World Meteorological Organization recommends investigating climate change using 30-year data [31]. The IPCC recommends using longer datasets to study coastal stability [32]. Unfortunately, the study suffered from a lack of observational data, particularly bathymetric and wave data. The observed wave data were only available for two years (i.e. 2003-2005). Furthermore, bathymetric data for the study area were only available in 2010 and 2011.

2.3. Numerical Simulation

MIKE21 was selected for implementation because it is widely accepted and has proven its reliability in many engineering projects. MIKE21 was developed by the Danish Hydraulic Institute “DHI”. It addresses complex morphologies. It performs littoral drift simulations while updating the shoreline morphology [33]. The software encompasses four modules. These are spectral wave “SW” (i.e. MIKE21 SW), hydrodynamic “HD” (i.e. MIKE21 HD), sand transport “ST” (i.e. MIKE21 ST), and shoreline morphology “SM” (i.e. MIKE21 SM) [34].

This section provides a synopsis of the MIKE 21 theoretical background and governing equations.

2.3.1. MIKE21 Governing equations and theoretical background

The governing equations of MIKE21 are the mass equation, momentum equation, salinity, and temperature [35]. Theoretically, MIKE21 SW is a two-dimensional (2-D) wave model [36]. It uses the finite-volume technique on a computational mesh, where differential equations govern the wave dynamics [37,38]. The equations are expressed as follows:

\[
\frac{S}{\sigma} = \frac{\partial N}{\partial t} + \nabla(\vec{v}N) \quad (1)
\]

Where:
- \( t \): time;
- \( v \): wave group velocity in the four-dimensional (4-D) phase space formed by \( x, y, \sigma \) and \( \theta \) (\( c_x, c_y, c_\sigma, c_\theta \))
- \( x \): Cartesian coordinates \((x,y)\)
- \( \sigma \): relative angular frequency
- \( \theta \): direction of wave propagation
- \( N(\sigma, \theta, x, t) \): action-density
- \( \nabla \): 4-D differential operator \((v, \sigma \text{ and } \theta)\)
- \( S \): wave energy source

 Principally, MIKE21 HD satisfies the Boussinesq assumptions for hydrostatic pressure. It is based on the incompressible Reynolds-averaged Navier-Stokes equations. It encompasses continuous and momentum equations [35]. Moreover, the 3D hydrodynamic equation can be simplified to a 2D shallow water long wave by time variation by integrating the water depth. MIKE21 HD solves the continuity and momentum equations described as follows:

**Continuity equation:**

\[
\frac{\partial h}{\partial t} + \frac{\partial \bar{u}}{\partial x} + \frac{\partial \bar{v}}{\partial y} = h S \quad (2)
\]

**Momentum equations:**

1. \[
\frac{\partial \bar{u}}{\partial t} + \frac{\partial \bar{u}^2}{\partial x} + \frac{\partial \bar{u} \bar{v}}{\partial y} = f \bar{v} - gh \frac{\partial \eta}{\partial x} - \frac{h \partial P_o}{\rho_o \partial x} - \frac{gh^2 \partial \rho}{2\rho_o \partial x} + \frac{\tau_x}{\rho_o} - \frac{\tau_y}{\rho_o} - \frac{1}{\rho_o} \left( \frac{\partial S_{xx}}{\partial x} + \frac{\partial S_{xy}}{\partial y} \right) + \frac{\partial}{\partial x} \left( h T_{xx} \right) \quad (3)
\]
2. \[
\frac{\partial \bar{v}}{\partial t} + \frac{\partial \bar{u} \bar{v}}{\partial x} + \frac{\partial \bar{v}^2}{\partial y} = f \bar{u} - gh \frac{\partial \eta}{\partial y} - \frac{h \partial P_o}{\rho_o \partial y} - \frac{gh^2 \partial \rho}{2\rho_o \partial y} + \frac{\tau_x}{\rho_o} - \frac{\tau_y}{\rho_o} - \frac{1}{\rho_o} \left( \frac{\partial S_{yx}}{\partial x} + \frac{\partial S_{yy}}{\partial y} \right) + \frac{\partial}{\partial y} \left( h T_{xy} \right) \quad (4)
\]

Where:
- \( t \): Time
- \( x, y, \text{ and } z \): Cartesian coordinates
- \( \eta \): Surface elevation
- \( d \): Still water depth
- \( h \): Total water depth \((\eta + d)\)
- \( u, v, \text{ and } w \): \( x, y, \text{ and } z \) velocity components
- \( f \): Coriolis parameter \((f = 2\Omega \sin \phi)\)
- \( \Omega \): angular rate of revolution

Figure 2. 2010 bathymetric survey of the study area
∅: geographic latitude

g: Acceleration due to gravity

ρ: Water density

$S_{xx}$, $S_{xy}$, $S_{yx}$, and $S_{yy}$: radiation stress tensor components

$P_a$: atmospheric pressure

$\rho^\circ$: water reference density

$\tau_{sx}$ and $\tau_{sv}$: surface wind stresses

$\tau_{bx}$ and $\tau_{bv}$: bottom stresses

$T_{xx}$, $T_{xw}$, and $T_{w}$: lateral stresses

S: point source discharge

$u_S$, $v_S$: water velocity discharged into ambient water.

Theoretically, MIKE21 ST calculates sediment transport while considering wave-current interaction, turbulence, flow velocity, and sediment concentration. It calculates bed load as suspended load by using Shields parameter as flow velocities. It uses a diffusion equation to consider the sediment concentration and vertical fluctuations. Its output provides littoral drift gradients that influence the morphology. Academically, MIKE21 SM utilizes the shoreline continuity equation, where it employs the one-line theory, which divides the shore segment into wedges perpendicular to the shoreline to calculate its position by considering the volumetric sediment changes within each wedge [39].

\[
\frac{\Delta N}{\Delta t} = \frac{\text{vol}}{dA_z}
\]

where:

$\Delta N$: horizontal shoreline changes

$dA_z$: vertical closure area

vol: is the sediment volume coming in and out of the wedge

$\Delta t$ denotes the time step.

### 2.3.2. MIKE21 input data

Damietta Port was discretized to initiate the computation, where the computational mesh was defined. It is defined by the UTM coordinates. Its cross-shore and long-shore dimensions are 4.9 km and 13.1 km, respectively. The mesh encompassed the study area and extended seawards to -13.5 m, where the maximum elemental area was 600 m$^2$ specified near-shore and 3000 m$^2$ offshore, as shown in Figure 3. The mesh encompassed 48774 triangular elements and 96726 points. MIKE21 input data encompassed ERA5 wave data and bathymetrical data. MIKE 21 SW was operated, where the JONSWAP formulation was employed. MIKE21 SM input data encompass a baseline, an initial shoreline, an edge map, and predefined coastal profiles. The baseline and initial shoreline are polylines with nodes with x coordinates. The baseline node spacing designates the resolution of the initial shoreline, where the nodal spacing is 100 m. The edge map divides the shore face into strips perpendicular to the baseline. The offshore boundary of the edge map is the closure depth (i.e., -7.0 m). Changes in sediment volume move the shoreline edge during the simulation. MIKE21 SM calculates the total sediment volume change in a strip by integrating sediment volume change in all mesh elements.

### 2.3.3. Model calibration and validation

Implemented modules MIKE21 SW and MIKE21 SM were calibrated and validated. The main objective is to find the optimal dissipation coefficients (i.e., wave-breaking factors ($\gamma$ and $\alpha$) and bottom friction) that best fit the model results with the observed data. Accurate estimation of wave energy dissipation is crucial for oceanography and wave modeling to predict wave behavior [40].

To calibrate the MIKE21 model, several simulations were run. Each iteration of the trial-and-error procedure-modified specific critical coefficients, where calibration is based on measurements taken in the study area (e.g., 2003 wave data and 2011 bathymetric data). During the calibration process, the model’s performance was assessed using statistical metrics (i.e. bias, Root Mean Square Error “RMSE”, Scatter Index “SI” and Correlation Coefficient “CC”). Bias designates the difference between the calculated model results and the measured values. The process reduces errors such as RMSE, bias, and SI across all simulation results. This was achieved using the following set of equations:
\[ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \]  
\[ CC = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}} \]  
\[ RMSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - x_i)^2 \]  
\[ BIAS = \frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{x}) \]  
\[ SI = \frac{1}{n} \sum_{i=1}^{n} |x_i - \bar{x}| \]  

Where:
- \( n \): number of data
- \( x \): measured value
- \( y \): estimated or calculated value

**MIKE21 SW**

MIKE21 The SW was calibrated, where 2003 ERA5 wave data were introduced to it and the wave data at Damietta buoy values were obtained. The simulated wave data listed in the calibration and validation process are computed for the point nearest to the buoy. This was achieved by contrasting the calculated wave data against 2003 measured data at the Damietta Buoy. Based on the calibration process, the model results (i.e., \( H_s \) and \( T_p \)) were tuned to produce analogous data. Moreover, the model results were validated against 2005 measured data at the Damietta Buoy.

**MIKE21 SM**

Similarly, MIKE21 SM was used to provide 2011 bed levels in the vicinity of Damietta Port, where 2010 bathymetrical data was used as an initial condition. MIKE21 SM was calibrated by comparing its calculated bed level data against 2011 measured data at Damietta. Four profiles from 2010 were used (i.e., 2 at port Upstream “US” and 2 at port Downstream “DS”). MIKE 21 was operated, and 2011 profiles were obtained. MIKE21 SM was calibrated by comparing the calculated profiles with the 2011 measured profiles. The model inputs were tuned to produce equivalent levels. Moreover, the model results were validated against another 4 profiles (2 at the US and the other 2 are at the DS).

### 2.3.4. Long-term simulation

Confident with the calibration and validation process results, MIKE21 was implemented to simulate the study area for a long-time span of 81 years (i.e. 1940-2020), where 1940-2020 ERA5 wave data were implemented and all human interventions were considered according to their construction time (i.e. western and eastern jetties were constructed in 1982, while the 4 breakwaters were established in 2003 and the T-detached breakwaters were constructed during 2016-2019). Consequently, MIKE21 was run and LST, GLST, and NLST were obtained.

### 3. Results and Discussion

Results were obtained and analyzed, from which LST yearly trends were identified. Such trends are fundamental data for further analysis and should be employed in establishing effective development strategies for coastal management. A linear regression equation was used to analyze LST long-term trends, where this relation is described as follows:

\[ y = a + b \times x \]  

Where:
- \( y \): meteorological variable
- \( x \): time
- \( a \) and \( b \): regression coefficients (i.e. obtained from the least square method).

### 3.1. Results Analysis and Discussion of the Calibration and Validation

The results of the calibration and validation processes were analyzed. The analyzed results for the calibration process are presented in Table 1, Figure 4, and Figure 5, where Figure 4 and Figure 5 encompass three subfigures: (a), (b), and (c). Table 1 showcases the statistical metrics employed during the model calibration process across different runs. Each run was evaluated using statistical metrics (i.e. CC, RMSE, bias, and SI). The analysis reveals that dissipation coefficients exhibit a limited impact on CC but show significant improvement in reducing bias and RMSE in the simulated results. After analysis, the third model run outperforms the others in all metrics examined. With correlation coefficients of 0.930 for \( H_s \) and 0.994 for bed levels, the third run shows a strong relationship between predicted and observed values. Furthermore, it has low RMSE values of 0.180 m for \( H_s \) and 0.212 m for bed levels, indicating little difference between predicted and actual values. In addition, the bias values for \( H_s \) (0.030 m) and bed levels (0.054 m) are close to zero, implying unbiased predictions. Furthermore, the scatter index values for \( H_s \) (0.041 m) and bed levels (0.150 m) are low, indicating little variation around the observed values. Overall, the third run outperformed the other runs because of its strong correlation, low RMSE, negligible bias, and limited SI. The calibration values for the third run were a friction coefficient of 0.01 and wave-breaking factors (\( \alpha = 0.95 \) and \( \gamma = 0.8 \)). Additionally, Figure 5 depicts Taylor
Figure 4. The Taylor diagram shows the performances of model runs with different bottom frictions during the calibration process. (a) significant wave height, (b) peak wave period, and (c) bed level

Table 1. Statistical metrics for the model calibration process across several runs

<table>
<thead>
<tr>
<th>Runs</th>
<th>Parameter</th>
<th>CC</th>
<th>RMSE</th>
<th>Bias</th>
<th>SI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Significant wave height</td>
<td>0.866</td>
<td>0.250</td>
<td>0.030</td>
<td>0.411</td>
</tr>
<tr>
<td></td>
<td>Peak wave period</td>
<td>0.647</td>
<td>1.213</td>
<td>-0.402</td>
<td>0.172</td>
</tr>
<tr>
<td></td>
<td>Bed level</td>
<td>0.991</td>
<td>0.384</td>
<td>0.287</td>
<td>0.050</td>
</tr>
<tr>
<td>2</td>
<td>Significant wave height</td>
<td>0.932</td>
<td>0.184</td>
<td>0.057</td>
<td>0.297</td>
</tr>
<tr>
<td></td>
<td>Peak wave period</td>
<td>0.773</td>
<td>1.090</td>
<td>-0.062</td>
<td>0.163</td>
</tr>
<tr>
<td></td>
<td>Bed level</td>
<td>0.990</td>
<td>0.332</td>
<td>0.248</td>
<td>0.043</td>
</tr>
<tr>
<td>3</td>
<td>Significant wave height</td>
<td>0.930</td>
<td>0.180</td>
<td>0.030</td>
<td>0.292</td>
</tr>
<tr>
<td></td>
<td>Peak wave period</td>
<td>0.784</td>
<td>1.040</td>
<td>-0.291</td>
<td>0.150</td>
</tr>
<tr>
<td></td>
<td>Bed level</td>
<td>0.994</td>
<td>0.212</td>
<td>0.054</td>
<td>0.041</td>
</tr>
<tr>
<td>4</td>
<td>Significant wave height</td>
<td>0.930</td>
<td>0.191</td>
<td>-0.031</td>
<td>0.312</td>
</tr>
<tr>
<td></td>
<td>Peak wave period</td>
<td>0.771</td>
<td>1.282</td>
<td>-0.814</td>
<td>0.152</td>
</tr>
<tr>
<td></td>
<td>Bed level</td>
<td>0.987</td>
<td>0.324</td>
<td>-0.106</td>
<td>0.061</td>
</tr>
</tbody>
</table>
diagrams of modeled $H_s$, $T_p$, and bed levels versus measured values for calibration. Furthermore, Figure 5 contrasts the measured against simulated values (i.e., $H_s$, $T_p$, and bed levels) for the third run by scatter plots. The color scale signifies the density of data, and the density of data emphasizes the distribution of observed vs. modeled values. Where subfigures (a) and (b) show the calculated and measured values of $H_s$ and $T_p$ respectively, and subfigure (c) shows the bed levels.

The analyzed results for the validation process are presented in Table 2 and Figure 6, where Figure 6 encompasses 3 subfigures (a), (b), and (c). Table 2 lists the statistical metrics (i.e., CC, RMSE, Bias and SI) for the validation process results. From the table, it was obvious that the value of CC was 0.902 for $H_s$, while the value of CC for the bed levels was 0.994. Moreover, the table indicates that the RMSE values were low, which signifies a robust agreement between the computed and measured data. However, in certain instances, minor bias was evident, especially for $H_s$ (i.e., negative bias of -0.032). However, the plots presented in Figure 6 provide a visual assessment of the model’s performance, emphasizing the agreement between observed and calculated values.

### 3.2. Results Analysis and Discussion of the Wave Climate

Results of the wave climate (i.e., $H_s$ and $T_p$) were analyzed and presented in Figure 7, which provides monthly wave data. The figure designates that the $H_s$ distribution reaches the minimum during the 1st quartile, while it attains the average in the 3rd quartile. However, the maximum values vary monthly from 1940 to 2020. Moreover, it emphasizes that storms are frequent and intense from February to April. However, the wave statistical distribution varies significantly on a monthly basis. $H_s$ at 12 m depth indicated its variability within the range of 0.01-4.94 m, whereas $T_p$ varied within the range of 2-14.3 s, with a mean wave direction of 326°. Moreover, the figure indicates that during winter, $H_s$ ranged between 0.55 and 1.55 m, with an average of 1.03 m. However, $T_p$ varies between 5.4 and 8.1 s. In contrast, during summer, $H_s$ ranges between 0.61 and 1.28 m, whereas $T_p$ ranges between 4.9 and 7 s. However, in autumn and spring, the mean $H_s$ was 0.85 m, and the monthly variation in $H_s$ indicated that the maximum $H_s$ occurred in November, December, January, February, and March. However, $H_s$ is less than 1 m throughout the year (i.e. 68% of the time), while $H_s$ ranges between 1 m and 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CC</th>
<th>RMSE</th>
<th>Bias</th>
<th>SI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significant wave height</td>
<td>0.902</td>
<td>0.229</td>
<td>-0.032</td>
<td>0.310</td>
</tr>
<tr>
<td>Peak wave period</td>
<td>0.723</td>
<td>1.255</td>
<td>-0.186</td>
<td>0.185</td>
</tr>
<tr>
<td>Bed level</td>
<td>0.994</td>
<td>0.211</td>
<td>0.095</td>
<td>0.037</td>
</tr>
</tbody>
</table>

Figure 5. Scatter plots for the third model run in the calibration process. (a) significant wave height, (b) peak wave period, and (c) bed level
m during 28% of the year, and $H_s$ exceeds 2 m only 0.04% of the year. This agrees with [41,42], who documented that the waves predominantly (i.e. 86%) come from the N-NW sector.

Figure 8 depicts the differences in wave height distribution in the study area during the pre-construction and post-construction phases of Damietta Port. During the pre-construction phase (Figure 8a), the wave height distribution reflected the natural conditions of the area. The distribution of the wave heights changed after construction (Figure 8b). However, the existence of these structures modified the wave climate in the area by changing the wave propagation sequences and heights.

**3.3. Results Analysis and Discussion of Sediment Transport**

The results of LST analysis are presented in Figure 9, which indicates that LST varies where the sediment is disturbed by human interventions. In addition, the LST long-term trend was achieved using the best-fit line method.

In the pre-construction phase of Damietta Port, $GLST$ ranged between $0.87 \times 10^6$ m$^3$/year and $1.5 \times 10^6$ m$^3$/year, with an average of $1.1 \times 10^6$ m$^3$/year. Likewise, $NLST$ varied between $0.49 \times 10^6$ m$^3$/year and $1.04 \times 10^6$ m$^3$/year with an average of $0.73 \times 10^6$ m$^3$/year. Sediment transport values agree with previous findings in the study area, where researchers estimated the transport to be $0.66 \times 10^6$ m$^3$/year to the east and $0.26 \times 10^6$ m$^3$/year.

**Figure 6. Scatter plots for the validation process: (a) significant wave height, (b) peak wave period, and (c) bed level**

**Figure 7. Monthly variations in wave climate during 1940-2020: (a) significant wave height (m) and (b) peak wave period (s)**
to the west with an NLST of $0.4 \times 10^6 \text{m}^3/\text{year}$ to the east [26]. However, other researchers estimated NLST to be $0.8 \times 10^6 \text{m}^3/\text{year}$ [43], while Frihy et al. [44] estimated it to be $0.6-1.8 \times 10^6 \text{m}^3/\text{year}$.

In the post-construction phase of Damietta Port, LST experienced a rapid decrease and was trapped within the navigation channel, which eventually obstructed port access.

After implementing the Port structures, GLST fluctuated annually, with the highest GLST recorded in 1992 (i.e. $1.07 \times 10^6 \text{m}^3/\text{year}$), while the lowest GSR occurred in 1989 (i.e. $0.75 \times 10^6 \text{m}^3/\text{year}$); (Figure 9a). However, the annual GLST was $0.9 \times 10^6 \text{m}^3/\text{year}$. Furthermore, the NLST varied, where the highest annual NLST was $0.65 \times 10^6 \text{m}^3/\text{year}$. In contrast, the lowest recorded NLST value was $0.2 \times 10^6$, with an average value of $0.42 \times 10^6 \text{m}^3/\text{year}$ (Figure 9b). A similar estimate has been previously documented. However, Frihy et al. [42] employed fluorescent tracers to designate the annual LST. The study revealed that GLST was $0.85 \times 10^6 \text{m}^3/\text{year}$, while NLST was $0.49 \times 10^6 \text{m}^3/\text{year}$.

To gain insights into annual LST, we used trend lines to represent the average LST values for each year (Figure 9). The analysis reveals significant positive trends in LST, both before and after the construction of Damietta Port and the implementation of coastal protection structures. These trends underscore the dynamic response of LST to human interventions, potentially impacting coastal geomorphology and sediment management strategies. In the pre-construction phase of Damietta Port, both GLST and NLST exhibited relatively modest trends. The trend in GLST showed a positive average of $1139.9 \text{m}^3/\text{year}$, while the trend in NLST was also positive, averaging $243.7 \text{m}^3/\text{year}$.

In the post-construction phase of Damietta Port, there was a substantial increase in both GLST and NLST trends. The trend in GLST significantly increased to $4679.47 \text{m}^3/\text{year}$, and the trend in NLST also experienced a notable increase, reaching $3962 \text{m}^3/\text{year}$. These findings strongly indicate that the Port’s construction had a significant impact on LST processes along the coast. From 2004 to 2020, following the implementation of coastal protection structures, there was a noticeable decrease in both GLST and NLST trends. The trend in GLST decreased to $2978.1 \text{m}^3/\text{year}$, and the trend in NLST decreased to $2176 \text{m}^3/\text{year}$. This decline suggests that the coastal protection structure likely played a crucial role in mitigating LST trends and effectively stabilizing sediment dynamics in the area.

### 3.4. Results Analysis and Discussion of Sediment Transport and Wave Climate

Results spanning over eight decades (1940-2020) of LST and wave climate (i.e. $H_s$ and $T_p$) were obtained in the Damietta buoy location, analyzed, and presented in Figure 10. The analysis revealed strong correlations among these parameters. From the figure, clear was the strong correlation between $H_s$ and GLST so as NLST, where $R$ was 0.91; (Figure
10a) and was 0.71; (Figure 10b), respectively. In addition, $T_p$ had a strong correlation between $T_p$ and GLST, similar to NLST, where $R$ was 0.79, as shown in Figure 10c, and 0.66, as shown in Figure 10d.

4. Conclusions and Recommendations

This study represents a substantial advancement in our understanding of the complex interactions among wave climate, LST, and human interventions in coastal regions, with a specific focus on the Damietta area in the Eastern Mediterranean. By analyzing an extensive 81-year dataset, which includes four-hour interval data, the study has provided valuable insights into the coastal dynamics of this region. MIKE 21 SW proved its reliability in transforming waves from offshore to the Damietta buoy. MIKE 21 SM proved its trustworthiness in estimating bed levels in the Damietta area. A better understanding of the complex interaction between waves, LST, and human interventions in coastal regions was obtained. Valuable insights were attained into the coastal dynamics of the Damietta region, where it was clear that waves less than 1 m prevailed 68% of the year and waves exceeding 2 m occurred 0.04% of the time. LST has varied significantly over the years, which indicates the dynamic nature of LST in the Damietta area. NLST migrates eastward; however, directional reversals were evident. Implementing protection structures for LST dynamics helped reduce impact of Damietta Port by stabilizing sediment processes and reducing GLST and NLST trends.

Based on the conclusions, the following recommendations were made:

Implement a robust monitoring system for waves and LST to gain better insights into the complexities of coastal dynamics. Coastal planning should be integrated to consider the interaction between wave climate, sediment dynamics, and human activities. Strike a balance between sediment management and coastal processes. The protection work should be sustainable and compatible with the surrounding ecosystem.

Based on the suggested recommendations, future research is advised to:

Investigate temporal wave trends over a shorter time intervals. Conduct a detailed analysis of storm events and their impact on waves and sediment transport. Investigate the socioeconomic impacts of longshore transport on coastal communities. Assess the consequences of changing sediment dynamics on coastal infrastructure. Assess coastal areas’ resilience to climate change and human interventions.

**Figure 10.** Longshore sediment transport (i.e. GLST and NLST) versus wave climate (i.e. $H_s$, $T_p$)
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