ARTIFICIAL INTELLIGENCE-BASED CLINICAL DECISION SUPPORT SYSTEMS IN CARDIOVASCULAR DISEASES

ABSTRACT

Despite all the advancements in science, medical knowledge, healthcare, and the healthcare industry, cardiovascular disease (CVD) remains the leading cause of morbidity and mortality worldwide. The main reasons are the inadequacy of preventive health services and delays in diagnosis due to the increasing population, the failure of physicians to apply guide-based treatments, the lack of continuous patient follow-up, and the low compliance of patients with doctors’ recommendations. Artificial intelligence (AI)-based clinical decision support systems (CDSSs) are systems that support complex decision-making processes by using AI techniques such as data analysis, foresight, and optimization. Artificial intelligence-based CDSSs play an important role in patient care by providing more accurate and personalized information to healthcare professionals in risk assessment, diagnosis, treatment optimization, and monitoring and early warning of CVD. These are just some examples, and the use of AI for CVD decision support systems is rapidly evolving. However, for these systems to be fully reliable and effective, they need to be trained with accurate data and carefully evaluated by medical professionals.
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INTRODUCTION

Artificial intelligence (AI)-based clinical decision support systems (CDSSs) in cardiovascular disease (CVD) are important tools that help healthcare professionals in the diagnosis, treatment, and management of CVD. These systems analyze large amounts of data, helping users make accurate and informed decisions. Artificial intelligence-based CDSS usually includes the following components (Figure 1):

- **Risk Assessment**: Artificial intelligence-based systems can analyze various factors to assess CVD risk. For example, using information such as the patient’s age, sex, medical history, genetic factors, and lifestyle, they can predict patients’ CVD risk. In this way, individuals at risk can take earlier interventions and preventive measures.

- **Diagnosis**: Artificial intelligence-based systems play an important role in the diagnosis of CVD. By analyzing electrocardiogram (ECG) data, they can detect heart rhythm disturbances. They also support the diagnosis of CVD by analyzing imaging results, such as echocardiography or angiography, using image processing techniques.

- **Treatment Optimization**: In the treatment of CVD, AI-based CDSSs analyze the patient’s characteristics and medical data and recommend the most effective treatment methods. For example, by evaluating factors such as a particular patient’s medical history, laboratory results, and drug sensitivities, they recommend the optimal combination of drugs or surgical intervention plan.

- **Monitoring and Early Warning**: Artificial intelligence-based systems can detect possible complications and worsening of CVD early by continuously monitoring patients’ vital signs (heart rate, blood pressure, oxygen level, etc.) and medical data. In this way, patients’ conditions can be intervened quickly, and emergencies can be predicted.
Artificial intelligence-based CDSSs provide an important support to health professionals in the early diagnosis of CVD, treatment planning, and patient management. However, it is important to remember that these systems are helpful tools for healthcare professionals, who bear the ultimate responsibility for decisions. In this review, we tried to summarize the status and usage areas of AI-based CDSS in different areas of CVD.

**ARTIFICIAL INTELLIGENCE-BASED CLINICAL DECISION SUPPORT SYSTEMS FOR CARDIOVASCULAR RISK ASSESSMENT AND MANAGEMENT**

Despite the availability of a wide range of drugs and other treatment options, CVD continues to be the leading cause of morbidity and mortality worldwide. This persisting gap is mostly caused by the physicians’ failure to implement guideline recommendations and the patients’ poor compliance and adherence with physician advice.

Clinical decision support systems have the great potential to streamline physicians’ workflow in various CVD prevention components by providing patient-tailored feedback on cardiovascular risk factor screening, case detection, CVD risk estimation, risk factor and disease management (including advised investigations and treatment), and adherence promotion. The majority of CDSS in the field of CVD prevention is based on clinical algorithms that are fed from available clinical, laboratory, or imaging data, as opposed to using complex machine learning approaches to leverage inaccessible or unintelligible data. Although a more recent systematic review has failed to draw firm conclusions on the impact of CDSS on cardiovascular risk factors due to substantial variability in CDSS features and heterogeneity of the studies’ findings, a previous systematic review of studies with a focus on CVD prevention that ultimately included 45 studies from January 1975 to October 2012 has demonstrated benefits of CDSS in terms of improvement in preventive cardiology care services by the clinicians.

Numerous regional examples of CDSS integrated with electronic health records that compute CVD risk and provide evidence-based recommendations individualized to the patient’s profile exist since CVD risk assessment is essential for guiding preventive treatment efforts. To enable comprehensive screening and management in accordance with the suggestions of evidence-based medical guidelines for people with non-communicable chronic diseases, such as CVD, hypertension (HT), diabetes, and obesity, the Turkish Ministry of Health developed the disease management platform, a CDSS, which was implemented into primary care practices in Turkey in 2021.

It is also possible to assist detection and provide treatment guidance using CDSS designed for the management of specific cardiovascular risk factors, such as dyslipidemia and HT, which are intended for primary care professionals or specialists (Table 1). Such technologies could be especially helpful in nations with resource distribution limits and a need for scalable strategies to be adopted nationwide. The most recent instance is the Learning Implementation of Guideline-Based Decision Support System for HT Treatment (LIGHT) trial, in which the effectiveness of a CDSS for managing hypertension in comparison to standard care will be tested in 94 primary care centers in China. With a similar goal in mind, the Indian Integrated Tracking, Referral, and Electronic Decision Support and Care Coordination (I-TREC) program was created with an emphasis on managing diabetes and HT.

Incorporating CDSS into electronic health records is anticipated to be helpful for promoting the adoption of healthy lifestyle practices among patients as well through guiding

---

**HIGHLIGHTS**

1. Clinical decision support systems (CDSSs) offer patient-tailored, evidence-based guidance on cardiovascular risk factor screening, diagnosis, and management and therefore have a great deal of promise to fill in the gaps in the implementation of cardiovascular disease prevention guidelines and facilitate clinicians’ workflows.

2. The developments in risk assessment, differential diagnosis in the emergency department, and imaging-based approaches are likely to start a new era in the management of coronary artery disease.

3. The use of artificial intelligence (AI) and machine learning in the follow-up of patients with heart failure is supported in the literature to reduce mortality by predicting the prognosis.

4. Artificial intelligence-guided risk stratification based on sinus rhythm electrocardiograms could help targeted AF screening programs. This approach could decrease patient numbers needed to screen.

5. Clinical research on a broader scale with diverse populations is necessary and ongoing, and a key condition for creating and maintaining AI models and integrating them into CDSS is access to data of sufficient quality. Therefore, it is of great importance to standardize the reporting of data in health record systems across the country.

---

**Figure 1. Clinical decision support systems for cardiovascular risk assessment and management.**
Table 1. Clinical Studies on Artificial Intelligence-Based Clinical Decision Support Systems for Cardiovascular Risk Assessment and Management

<table>
<thead>
<tr>
<th>Tool</th>
<th>Application</th>
<th>Target Population</th>
<th>Main Outcomes and Measures</th>
<th>Primary Endpoint Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cardiovascular Risk Assessment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wells et al (^3)</td>
<td>CDSS (named PREDICT-CVD) is integrated with primary care EMR software.</td>
<td>CDSS calculates 5-year CVD risk and generates patient-specific recommendations based on national CVD guidelines.</td>
<td>3564 audits from 80 general practitioners based in New Zealand primary care</td>
<td>Proportion of patients in whom CVD risk was documented</td>
</tr>
<tr>
<td><strong>Cardiovascular Risk Factor and Disease Management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persson et al (^6)</td>
<td>CDSS (named CDS-FH) is integrated with primary care EHR software.</td>
<td>CDSS will screen physician-ordered cholesterol tests for determining subjects suspicious for FH diagnosis. In patients who are found to be at increased FH risk based on EHR data, the physician will be prompted to consider referral to the local lipid clinic and to prescribe or stepup LLT.</td>
<td>44 primary care clinics in a Swedish county with 465772 inhabitants</td>
<td>Number of index patients diagnosed with definite or probable FH</td>
</tr>
<tr>
<td>Zamora et al (^7)</td>
<td>CDSS (named HTE-DLP)</td>
<td>CDSS provides patient-specific recommendations for LLT utilizing efficiency, safety, and cost criteria based on ESC/EAS guidelines.</td>
<td>77 patients with high cardiovascular risk from 5 hospitals and primary care centers in Catalonia</td>
<td>Number of patients at LDL-C goal &lt; 70 mg/dL at 12-week follow-up</td>
</tr>
<tr>
<td>Adusumalli et al (^8)</td>
<td>EHR-based nudges programmed for both clinicians and patients</td>
<td>The clinician nudges are reminders to start statin therapy during patient visits and a monthly report on patterns of prescription for statins in comparison to peers. The patient nudges are interactive text messages sent 4 days before the patient’s appointment.</td>
<td>4131 patients from 28 primary care practices</td>
<td>Initiation of statin prescription during clinic visit</td>
</tr>
<tr>
<td><strong>Hypertension</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Song et al (^11)</td>
<td>EHR-based CDSS designed for the LIGHT trial</td>
<td>CDSS provides patient-specific antihypertensive treatment recommendations based on national primary care hypertension guidelines.</td>
<td>94 primary care sites in China</td>
<td>Proportion of visits during which guideline-based antihypertensive treatment is prescribed</td>
</tr>
</tbody>
</table>

AI, artificial intelligence; CDSS, clinical decision support system; CVD, cardiovascular disease; EHR, electronic health record; EMR, electronic medical record; ESC/EAS, European Society of Cardiology/European Atherosclerosis Society; FH, familial hypercholesterolemia; LDL-C, low-density lipoprotein-cholesterol; LLT, lipid-lowering therapy.
dietary consultancy and physical exercise prescriptions. Using CDSS is also expected to address the persistent gap in referrals and enrollment in cardiac rehabilitation programs.

Clinical decision support systems guidance in CVD prevention is anticipated to improve and become more individualized with the advances in wearables and mobile health devices that enable the capture of continuous real-time patient data, as well as the application of machine learning to analyze and interpret it efficiently.

**ARTIFICIAL INTELLIGENCE-BASED CLINICAL DECISION SUPPORT SYSTEMS FOR CORONARY ARTERY DISEASE**

Clinically significant atherosclerosis of the coronary arteries, known as coronary artery disease (CAD), is associated with significant morbidity and mortality and is currently the leading cause of death in the world. Current guidelines emphasize the importance of early diagnosis and risk stratification in appropriate age and risk groups in order to administer targeted medical treatments that can alter CAD with a less morbid course. Although many risk estimation models have been developed, they are inherently limited by design, as they are based on regression models that make many mathematical assumptions that are often not valid in a real-world setting, such as linearity between variables and homogeneity of effects. The complex nature and multifactorial pathology of CAD make such regression-based tools less generalizable across different populations. The development of AI-based CDSS can bring significant benefits.

Due to the role of genetic factors in the development of CAD, it has become possible to extract patterns and relationships from large-scale data, including genomic data, with machine learning (ML) and especially deep learning (DL) algorithms. Numerous studies, differential expression analysis, and protein–protein interaction highlighted the role of ML in identifying CAD-associated genetic variants and expression patterns from mRNA sequences using networks. The integration of genetic factors into AI is expected to pave the way for more accurate and useful risk estimation methods in the coming period. However, there is no established or recommended decision support system for using gene analyses so far.

The addition of AI applications to many traditional scoring and application systems used for the early diagnosis of CAD has provided significant improvements. A deep neural network algorithm based on individuals’ facial profiles was able to outperform traditional risk scores in estimating the pretest probability of CAD. The addition of ML-based imaging models to traditional scoring also creates significant results for the early diagnosis of CAD. Various ML algorithms based on stress imaging, especially single-photon emission computed tomography (SPECT), have been developed to facilitate CAD estimation. These models combined clinical and demographic characteristics with quantitative variables as assessed by visual interpretation, or SPECT, to better predict CAD compared to quantitative variables alone. Cardiovascular imaging techniques have big data, and AI-powered solutions create a suitable study field.

In particular, AI can be used to measure cardiovascular risk, especially in CAD, in 2 main ways: (1) by applying DL algorithms directly to image data for automatic quantification of prognostic biomarkers or (2) through the integration of traditional or AI-based imaging measures with tabular data in ML models for individualized outcome prediction. Treadmill exercise test (TET) results influence cardiologists’ decisions to perform CAG, an invasive procedure. When false-positive rates of TET are high, ML models also have the ability to optimize performance based on ECG wave characteristics and signals. But for all potential applications, high-quality data and model validation on invisible datasets are the keys to success. It has been shown that patients who are likely to have severe CAD on angiography can be distinguished from those without severe angiographic coronary disease and/or miscarriages. Such AI technologies could have the potential to significantly impact clinical workflows and patient care, particularly regarding patient selection for invasive testing.

A CDSS designed for suspected CAD achieved successful results using the XGBoost system, which is integrated with electronic medical record data. This model can reduce the number of invasive interventions and improve patient prognosis by facilitating decision-making on the appropriate medical intervention.

Distinguishing the causes of chest pain in the emergency department is one of the important challenges. Algorithms modeling with deep neural networks have been created in this regard, but no clear result has been obtained about its usefulness. In patient groups where it is difficult to make a differential diagnosis with troponin values, it is possible to predict confirmatory obstructive CAD with a new ML model based on clinical (age, gender, and previous percutaneous coronary intervention) and 3 biomarker levels (hs-cTnI, KIM-1, and adiponectin). However, the utility of CDSS for ACS has not yet been established. There are significant differences in CDSS components in existing studies, and there is still a need for new studies and models in this regard.

Given its ability to accurately describe coronary anatomy and the extent/distribution of atherosclerotic plaque, coronary CT angiography (CCTA) has consistently been shown to be a useful noninvasive imaging modality for patient selection, especially for those who may require further invasive evaluation. However, the interpretation of CCTA scans requires expertise and is time-consuming. It is therefore highly desirable to automatically interpret the CCTA, which can lead to a significant reduction in processing times. A 70%-75% reduction in CCTA interpretation times was achieved with ML algorithms. Although this model performed slightly less well than highly experienced readers in interpreting the CCTA, when combined with low-experience human readers, it increased the reader’s ability to accurately reclassify obstructive CAD. Therefore, the application of ML can provide reliable results in real-time while eliminating the shortage of experts in low-resource environments. Although a standardized CDSS has been defined for the reporting and communication of CCTA findings called CAD-RADS in this regard, it is still necessary to wait a little longer for its clinical use, as this tool also has deficiencies and limitations.
In addition to the establishment of early detection and guidance at appropriate risk stratification, accurate estimation of adverse events is the cornerstone of CAD management. Identifying a high-risk target population could potentially provide a window for aggressive risk factor modulation, thereby reducing mortality and contributing to better health at the population level. Multiple risk prediction models have been developed to predict in-hospital mortality and the long-term risk of major adverse cardiovascular events (MACE) in high-risk cohorts. Machine learning-mediated risk algorithms developed to predict in-hospital mortality, early stent thrombosis, and bleeding complications after Percutaneous coronary intervention (PCI) will contribute significantly to our clinical practice in this regard.\(^{29,30}\) In fact, the way for individualized hospital management will be gradually cleared by making more accurate evaluations with AI-based long-term mortality and MACE prediction models than classical prediction models. The AI studies conducted for the prediction of CAD are summarized in Table 2.

As a result, AI provides the unprecedented potential to transform healthcare and improve the ability of the current system to serve the population at large while providing the tools to focus on individualized yet comprehensive and precise care. However, data on the use of CDSS defined using AI in CAD are still very limited, and there is no guideline recommendation on this subject.

### ARTIFICIAL INTELLIGENCE-BASED CLINICAL DECISION SUPPORT SYSTEMS FOR HEART FAILURE

In the area of cardiovascular medicine, AI has established a presence and is progressively being used to improve diagnosis, treatment, risk prediction, clinical care, and the development of new drugs. It is obvious that with increasing studies in this field in recent years, it will be used in the diagnosis and disease management of heart failure.

Machine learning, which is an AI model, has been evaluated with different cardiac imaging methods for the evaluation of CVDs such as heart failure. For instance, the incorporation of ML models into echocardiography appears to hold a lot of promise because these models are able to precisely describe a variety of echocardiographic features and make accurate predictions without the limitations that are currently inherent in human interpretation.\(^{31-33}\)

The use of AI and ML in cardiac magnetic resonance imaging (MRI) has proven very important in the evaluation of ventricular segments. Machine learning can segment the heart chambers from cardiac MRIs and can be used to predict congestive heart failure (CHF) from its data and has likewise been shown to be very useful in the evaluation of right ventricular function.\(^{34,35}\) Another study attempted to detect asymptomatic left ventricular dysfunction by only ECG using a deep learning approach based on AI, and it was shown to be more accurate than Brain natriuretic peptide-based conventional approaches.\(^{36}\)

Rehospitalizations put more stress on the healthcare system and reduce the patient’s quality of life. A number of AI-assisted prediction models have been created to forecast the probability of future hospitalization with sufficient monitoring of heart failure patients and disease treatment in order to prevent these negative effects. Many studies have been conducted in this field in recent years, and the majority of them have shown that risk estimate models may reduce mortality and rehospitalization.

New drug therapies have significantly improved the prognosis of patients with heart failure with low ejection fraction (HFrEF). However, the development of new comorbidities [chronic kidney disease, anemia, atrial fibrillation (AF), chronic lung disease, liver disease, etc.] with the accompanying comorbidities and increased survival of these patients made it difficult to apply the evidence individually to patients. Artificial intelligence through ML has been shown to be successful and promising in both medical and device treatments in customizing and optimizing heart failure treatments.\(^{37,38}\)

---

### Table 2. Clinical Studies on Artificial Intelligence-Based Clinical Decision Support Systems for Detection of Coronary Artery Disease

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Sample Size</th>
<th>Diagnostic Tool</th>
<th>AI Model</th>
<th>End-Point</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Betancur et al(^{21})</td>
<td>2019</td>
<td>1160</td>
<td>AI-based SPECT myocardial perfusion imaging</td>
<td>DL</td>
<td>(\geq 50%) stenosis of LMCA</td>
<td>AUC: 0.81</td>
</tr>
<tr>
<td>Upton et al(^{24})</td>
<td>2022</td>
<td>578</td>
<td>AI-based stress echocardiography</td>
<td>ML</td>
<td>(\geq 50%) stenosis of LMCA</td>
<td>AUC: 0.93</td>
</tr>
<tr>
<td>McCarthy et al(^{26})</td>
<td>2020</td>
<td>636</td>
<td>hs-TnI-based proteomic model (includes male sex, age, previous PCI)</td>
<td>ML</td>
<td>(\geq 70%) coronary stenosis</td>
<td>AUC: 0.85</td>
</tr>
<tr>
<td>Liu et al(^{27})</td>
<td>2021</td>
<td>680 (vessels)</td>
<td>AI-based coronary CT angiography</td>
<td>DL</td>
<td>(\geq 50%) coronary stenosis</td>
<td>AUC: 0.90</td>
</tr>
<tr>
<td>Al’Aref et al(^{29})</td>
<td>2019</td>
<td>479,804</td>
<td>AdaBoost model(^*)</td>
<td>ML</td>
<td>In-Hospital Mortality after PCI</td>
<td>AUC: 0.927</td>
</tr>
</tbody>
</table>

*The most predictive variables were age and left ventricular ejection fraction. AI, artificial intelligence; AUC, area under curve; CAD, coronary artery disease; CT, computed tomography; DL, deep learning; FFR, fractional flow reserve; Hs-TnI, high-sensitive troponin-I; LMCA, left main coronary artery; ML, machine learning; PCI, percutaneous coronary intervention; SPECT, single-photon emission computed tomography.
Patients with chronic heart failure benefit from frequent follow-up and monitoring of biometric data and heart failure symptoms to identify heart failure worsening and guarantee the safety and appropriate dose of heart failure medicines.60

Clinical decision support systems hold considerable potential for improving the effectiveness and efficiency of the delivery of heart failure care in light of the digital revolution of medicine and developments in health information technology.

Clinical decision support systems might provide guidance and assistance in prescribing the optimal dosages of medicine,40 assist in managing the complicated care process of heart failure patients, and enhance guideline implementation in order to increase guideline adherence.41 According to the literature, a CDSS provides software-based healthcare advice to help medical professionals in generating judgments and solutions.

Early diagnosis of heart failure with low ejection fraction (EF), an underdiagnosed but curable illness, has been shown to be possible using an ECG-based, AI-based CDSS, particularly in basic care.42,43

Heart failure can be confused with many clinical conditions that have common symptoms, such as shortness of breath, and their distinction is crucial for disease management. A novel, completely automated, and economical model using the cough sounds collected from patients using a handphone was used to classify coronavirus disease 2019 (COVID-19) and HF patients. The proposed model comprises a graph-based local feature generator (DNA pattern), an iterative maximum relevance minimum redundancy iterative feature selector, with classification using the k-nearest neighbor classifier and with an accuracy of 99.49%.44 When we consider the available literature, it is seen that AI shows promise in many areas, from the diagnosis of heart failure to risk assessment, from patient management to mortality estimation (Table 3). It is obvious that AI will be in our lives as a CDSS in the management of heart failure disease in the near future.

**ARTIFICIAL INTELLIGENCE-BASED CLINICAL DECISION SUPPORT SYSTEMS FOR ANALYZING ELECTROCARDIOGRAM AND ATRIAL FIBRILLATION**

Electrocardiography (ECG) is the most popular and the oldest digital cardiovascular data. The use of digital technologies and AI is increasing for obtaining and analyzing ECG, and this information is settled in the center of clinical decision support systems. Electrocardiography is mostly used for cardiac rhythm disturbances, and atrial fibrillation (AF) is the most common arrhythmia. Atrial fibrillation is a public health problem, especially an epidemic in aging populations and associated with increased morbidity and mortality more than any other arrhythmias.45 Even though there are many diagnostic options, AF is mostly underestimated by patients and physicians. Even in the United States, 13.1% of AF patients are underdiagnosed.46 Screening programs might help diagnose asymptomatic AF patients. However, there is a lack of clear evidence about the benefits of screening, and therefore there is no consensus about American and European guidelines about AF screening programs.

Stroke Stop (Clinical Outcomes in Systematic Screening for AF) study showed that screening 75-years-old people for 2 weeks with intermittent ECG recordings could help diagnose more patients with AF than the standard approach, and anticoagulation of those patients is associated with slightly decreased adverse outcomes, including stroke, hospitalization, and mortality (5.45 events per 100 years in the screening group vs. 5.68 events per 100 years in the control group, 95% CI 0.92–1.0, P = .045). The number needed to invite screening was 91.47 (For comparison, the number needed to screen for breast cancer among patients age over 50 years old is 180.)48 Another AF screening study, the LOOP study (implantable loop recorder [ILR] detection of AF to prevent stroke), screened patients between the ages of 70 and 90. AF detection was higher in the ILR arm (31.8% vs. 12.2); however, major adverse events, including stroke, systemic embolism, and mortality, were similar between groups (6.9% vs. 1.04, 95% CI, 0.67–1.04, P = 0.1).49 There is growing evidence of the association between AF and dementia, which is increasingly becoming a visible problem in aging societies. Numerous retrospective and prospective studies have reported a strong relationship between AF, cognitive decline, and dementia. The high prevalence of AF and dementia and the coexistence of both lead to early diagnosis. AF burden may be a better marker of plausible mechanisms leading to cognitive decline. We may obtain more robust findings in the near future by using long-lasting patches or wearable devices to examine the relationship between AF burden and cognitive decline. If AF burden can be identified as the main cause of cognitive decline, more focus can be placed on approaches to reduce it.50–52

The European Society of Cardiology AF guidelines recommend opportunistic screening for patients over 65 and systematic screening for patients over 75). However, US guidelines do not recommend such screening programs because of a lack of evidence.53,54 There are 2 possible reasons for the unexpected results of the screening studies and real-life screening practices. The first reason is the short-time screening of all patients instead of screening longer periods of high-risk patients, and the second reason is the logistic limitations of ECG devices and recording ECGs in large populations while also interpreting huge amounts of data from patients. Artificial intelligence and new digital technologies could help get over those limitations.

Attia and colleagues evaluated 649 931 ECGs of 180 922 patients and created an AI model using convolutional neural network to predict future AF events from ECGs in sinus rhythm. Area under curves (AUC) for AF prediction of the model was 0.90 (95% CI, 0.90–0.91), sensitivity 82.3% (95% CI, 80.9–83.6), specificity 83.4% (95% CI, 83.0–83.8), and accuracy 83.3% (95% CI, 83.3–83.7).55 From the same team, Noseworthy and colleagues prospectively evaluated more than a thousand patients for 30 days with 3 leads of ECG rhythm monitor for AF screening according to AI algorithm risk stratifications for future AF events. They showed...
Also, AI-based risk models could decrease patient numbers ing models. This approach could help clinicians achieve bet-
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were no differences between low-risk group patients for
long-term and standard follow-up (real word: 1.1% vs. study
group: 2.6%, P = .12; 95% CI, 0.76-10.3). However, longer follow-
up of AI detected high-risk patients had more AF events than
standard follow-up of high-risk patients (real word patients
3.6% vs. study group 10.6 % P < .001; 95% CI, 1.83-4.42). These
studies showed that using AI-guided risk stratification from
sinus rhythm ECGs could help targeted long-term AF screen-
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anticoagulation for high-risk patients for future AF, accord-
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Standard ECG machine software was used for ECG interpre-
tation science in the 1980s. However, these softwares could
not solely trustable. Screening for AF elderly (SAFE) trial
showed that standard ECG machine software missed 20% of
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Tools, Patient Population</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alsharqi et al</td>
<td>Artificial intelligence and echocardiography, 2018</td>
<td>Machine learning models in echocardiography can accurately identify features, predict outcomes, improve clinical decisions, and reduce unnecessary investigations and interventions.</td>
</tr>
<tr>
<td>Chen et al</td>
<td>Iterative multi-domain regularized deep learning for anatomical structure detection and segmentation from ultrasound images, 2016</td>
<td>An iterative multi-domain regularized deep learning method for anatomical structure detection and segmentation from ultrasound images is proposed, with potential for the medical imaging computing community.</td>
</tr>
<tr>
<td>Dong et al</td>
<td>A combined fully convolutional networks and deformable model for automatic left ventricle segmentation based on 3D echocardiography, 2018</td>
<td>The method proposes a new fully automatic method for LV segmentation of 3DE based on a coarse-to-fine framework that uses a deep fusion network for coarse segmentation and a deformable model for fine segmentation with a regularization item to avoid leakage between left atria and left ventricle.</td>
</tr>
<tr>
<td>Bernard et al</td>
<td>Deep learning techniques for automatic MRI cardiac multi-structures segmentation and diagnosis: Is the problem solved?, 2018</td>
<td>Evaluates the performance of deep learning methods for segmenting and classifying cardiac CMRI and shows that they can achieve high accuracy and automation but also face some challenges.</td>
</tr>
<tr>
<td>Luo et al</td>
<td>Multi-views fusion CNN for left ventricular volumes estimation on cardiac MR images, 2018</td>
<td>Proposes an end-to-end LV volumes prediction framework based on CNN that outperforms state-of-the-art LV volumes estimation method on the adopted datasets.</td>
</tr>
<tr>
<td>Attia et al</td>
<td>Screening for cardiac contractile dysfunction using an artificial intelligence-enabled electrocardiogram, 2019</td>
<td>Proposes an AI method that uses ECG data to identify asymmetrical left ventricular dysfunction, a treatable condition that affects the heart’s function, and shows that it is accurate, automatic, and useful for screening.</td>
</tr>
<tr>
<td>Karwath et al</td>
<td>Redefining β-blocker response in heart failure patients with sinus rhythm and atrial fibrillation: a machine learning cluster analysis, 2021</td>
<td>The study shows how combining artificial intelligence-based approaches can help identify clusters of treatment response for heart failure therapy, and how it can identify patient subgroups that respond differently to β blockers depending on their heart rhythm.</td>
</tr>
<tr>
<td>Cikes et al</td>
<td>Machine learning-based phenogrouping in heart failure to identify responders to cardiac resynchronization therapy, 2021</td>
<td>Text shows how machine learning can be used to identify patients with beneficial response to cardiac resynchronization therapy (CRT) by integrating clinical parameters and full heart cycle imaging data.</td>
</tr>
<tr>
<td>Yao et al</td>
<td>Artificial intelligence-enabled electrocardiograms for identification of patients with low ejection fraction: a pragmatic, randomized clinical trial, 2021</td>
<td>The study shows how an AI algorithm based on ECGs can enable early detection of low ejection fraction in patients in a routine primary care setting.</td>
</tr>
<tr>
<td>Toth-Pal et al</td>
<td>A guideline-based computerized decision support system (CDSS) to influence general practitioners management of chronic heart failure, 2008</td>
<td>Applying a CDSS developed using evidence-based guidelines for chronic heart failure in primary care could have a significant influence on GPs’ disease management.</td>
</tr>
</tbody>
</table>

3DE, three-dimensional electrocardiography; CDSS, clinical decision support systems; CMRI, cardiac magnetic resonance imaging; CNN, convolutional neural networks; LV, left ventricle.
cardiologists reported that 8.2% of the AI algorithm report was unacceptable; however, 13.5% of the standard software reports was also unacceptable. Also, the percentage of ideal interoperations was 70.5% in the AI group and 63.9% in the standard software group. Another AI study for AF diagnostic properties from a trained data set from 1 million 12-lead ECGs was held by Hughes and colleagues. The AI algorithm showed high accuracy for AF diagnosis with cardiac electrophysiologists (AUC: 0.997; 95% CI, 0.997-0.997; specificity: 0.993, sensitivity: 0.990). Yıldırım et al used a new DL approach for cardiac arrhythmia (17 classes) detection based on long-duration ECG signal analysis. Deep 1D-convolutional neural networks (CNN) achieved a recognition overall accuracy of 17 cardiac arrhythmia disorders (classes) at a level of 91.33% and a classification time per single sample of 0.015 seconds. The number of enrolled patients and randomization are the major limitation criteria for clinical studies. Most of the AI studies had tons of patient data, but they had another limitation. External validation is important for testing AI algorithms in different patient databases. Most of the ECG interpretation AI algorithms do not have external validation. This is a major limitation to use them in routine clinical practice.

One of the major issues in health care is the accessibility of patients to doctors, medicines, and diagnostic tools. New digital devices, wearables, and even patients’ mobile phones could help physicians with rhythm detection and management in patients. Artificial intelligence helps us to get rhythm information and also process these data, and diagnose AF to help us to draw in the huge patient data ocean.

Photoplethysmography (PPG) is a simple method that depends on capillary blood flow changes in every heartbeat. It could be derived from smart watches, bracelets, and even personal smart phone cameras. The ability of a smartwatch application with optical sensors to identify AF during typical use was investigated in the Apple Heart study. During an average follow-up period of 117 days, of the 419 297 participants enrolled, 0.52% received an irregular pulse notification, and among those with an initial notification who returned an ECG patch, 84% (95% CI, 76-92) of their subsequent notifications were confirmed to be AF. Tele Check AF trial showed that PPG data could help cardiologists in the clinical management of AF patients. Photoplethysmography data are quite different from ECG data, and the clinician should be familiar with this method. As in ECG interpretation, AI could help clinicians. Mol and colleagues showed their PPG-AI algorithm could diagnose AF with a sensitivity of 96.3% (95% CI, 90.8-99) and a specificity of 93.5% (95% CI, 871-97.4). These results demonstrate the feature’s ability to provide the user with important health information without placing an undue burden on the doctor’s schedule. Even AI algorithms will be more accurate for AF diagnosis from PPG data until that time PPG data could not be used for a diagnostic tool. Electrocardiography documentation is mandatory for diagnosis. The AI studies conducted for the analysis of ECG and AF are summarized in Table 4.

### Table 4. Clinical Studies Using Artificial Intelligence-Based Clinical Decision Support Systems on Analyzing Electrocardiogram and Atrial Fibrillation

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Tool</th>
<th>Application</th>
<th>AI method</th>
<th>Patient, n</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attia et al (2019)</td>
<td>Standard 12-channel ECG data</td>
<td>Prediction future AF events</td>
<td>CNN</td>
<td>180,922 pts</td>
<td>AUC: 0.90; 95% CI, 0.90-0.91</td>
</tr>
<tr>
<td>Noseworthy et al (2022)</td>
<td>Standard 12-channel ECG data</td>
<td>Prediction AF in stroke patients</td>
<td>CNN</td>
<td>1003 pts</td>
<td>AF in AI classified high-risk group: 10.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Usual care group: 3.6%</td>
</tr>
<tr>
<td>Kashau et al (2021)</td>
<td>Standard 12-channel ECG data</td>
<td>12-lead ECG interpretation Standard ECG machine algorithm vs. AI algorithm</td>
<td>CNN</td>
<td>720,978 pts</td>
<td>Ideal interpretation Standard Alg: 63.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AI alg.: 70.5%</td>
</tr>
<tr>
<td>Hughes et al (2021)</td>
<td>Standard 12-channel ECG data</td>
<td>Common and clinically relevant 38 ECG diagnoses</td>
<td>CNN</td>
<td>365,009 pts</td>
<td>Unacceptible interpretation Standard Alg: 13.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AI alg.: 8.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P = .0001</td>
</tr>
<tr>
<td>Mol et al (2020)</td>
<td>PPG data from smartphone cam.</td>
<td>AF detection</td>
<td>SNN</td>
<td>Training data set: 2560 recordings</td>
<td>AUC for Rhythm diagnosis: 0.909</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AF diagnosis: 0.997</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Conduction pathology diagnosis: 0.951</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Chamber enlargement: 0.910</td>
</tr>
</tbody>
</table>

AF, atrial fibrillation; AUC, area under curve; AI, artificial intelligence; Alg, algorithm; CNN, convolutional neural networks; ECG, electrocardiogram; PPG, photoplethysmography; Sens, sensitivity; SNN, shallow neural network; Spec, specificity.
ARTIFICIAL INTELLIGENCE-BASED CLINICAL DECISION SUPPORT SYSTEMS FOR CARDIOMYOPATHIES AND CONGENITAL HEART DISEASES

Great advances have been made in the definition of cardiomyopathies (CMPs) over the past 25 years, and on the basis of structural and hemodynamic phenotype, CMPs can be classified as dilated CMP (DCM), hypertrophic CMP (HCM), restrictive CMP (RCM), arrhythmogenic right ventricular CMP (ARVC), and unclassified CMPs, including left ventricular noncompaction and endocardial fibroelastosis. The estimated prevalence of HCM/DCM is 1:250/500 and that of ARVC is 1:2000/5000.64

Current approaches to CMPs include a comprehensive family history, phenotypic/genetic assessment of the proband and specific drug and/or device treatments. First-degree relatives of DCM patients are at an increased risk of developing the disease and can present as sudden death necessitating regular cardiac screening by ECG, echocardiography and/or Holter ECG, as recommended by current guidelines.65 In developing countries and/or in many rural areas in developed countries, access to cardiological care and imaging is limited. Regular cardiac screening is limited by cost, a requirement for technical expertise/labor and a lack of motivation especially in asymptomatic family members.66,67 AI techniques have the potential to transform cardiology practice in improving and optimizing outcomes in CMPs, and offer new tools in screening, diagnosis/classification, risk prediction, clinical decision-making.

Detection of a low LVEF can trigger an evaluation for any cause that needs to be addressed in a timely manner, and the early initiation of optimal medical therapy can result in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI. Since the introduction of AI-ECG into routine clinical care has resulted in improvements in all outcomes. Metabolic and structural irregularities associated with LV dysfunction will lead to ECG changes that can be reliably detected by an AI.
might offer the advantage of an agnostic and unbiased approach to the ECG-based detection of HCM that does not rely on traditional criteria for LV hypertrophy. Ko et al trained and validated an AI–ECG CNN model to diagnose HCM on the basis of the ECG alone. In an independent testing cohort of 612 patients with HCM and 12,788 control individuals, the AUC of the CNN was 0.96 (95% CI, 0.95–0.96), with a sensitivity of 87% and specificity of 90%. The performance of the model was robust in subgroups of patients meeting the ECG criteria for LV hypertrophy and among those with normal ECGs. Also, the performance of the model did not seem to be affected by the sarcomeric mutation status of the patient. The algorithm developed had equally favorable performance when implemented on the basis of a single lead.68

In the field of cardiac imaging, AI automatically assesses the thickness and features of the myocardium to differentiate CMPs, especially MRI-based AI models which can also be used to make diagnostic, predictive, or classification models.69-71 Artificial intelligence is also being applied to CMP genomics, especially to predict the pathogenicity of variants and identify whether these variants are clinically actionable. Machine learning models can demonstrate a superior ability to predict genotype positivity in patients with HCM compared to conventional scoring systems.72

The complexity of the disease, clinical heterogeneity, and the small number of patients with congenital heart diseases (CHDs) challenge the diagnosis or clinical decision-making process, and AI has significant potential to overcome these problems. Artificial intelligence could have many applications in CHD, such as improving detection and diagnosis, prediction of prognosis, and guiding therapy.73,74 Other potential applications include prediction of the effect of drugs and/or interventions75,76 and incorporation of “soft” outcomes such as exercise capacity and quality of life into the decision-making process. The clinical applications using AI on CMPs and congenital heart diseases are summarized in Table 5.

CONCLUSIONS

Artificial intelligence-based CDSS can increase the efficiency of healthcare services, help make accurate diagnoses and treatments, and provide stronger support to healthcare professionals. However, consideration should also be given to human ethical issues related to the use of these systems. Digital health programs and interventions are often not monitored or evaluated, despite their clear potential.

Artificial intelligence systems use patients’ health records and other sensitive information. Therefore, great attention should be paid to data security and privacy. The accuracy and reliability of AI-powered systems are important, and the quality, representativeness, and up-to-dateness of the datasets on which these systems are trained should be considered. Expertise is required for the development, training, and use of AI systems, and it is important that healthcare professionals receive training and understand this technology in order to use these systems effectively. The principles of responsibility and accountability related to the use of AI-supported decision support systems should not be ignored. Decisions and consequences regarding the use of these systems should be followed up and evaluated by healthcare professionals. Feedback mechanisms should be established to monitor and correct potential errors.

The WHO European Region aims to shed light on digital health, the future of health systems, and the challenges that all EU region countries must address to do better. It has introduced a digital health action plan to support countries in leveraging and scaling up digital transformation for better health and aligning digital technology investment decisions with health system needs while fully respecting equality, solidarity, and human values.77
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