Identifying Cardiovascular Disease Risk Factors in Adults with Explainable Artificial Intelligence

ABSTRACT

Background: The aim of this study was to evaluate the relationship between risk factors causing cardiovascular diseases and their importance with explainable machine learning models.

Methods: In this retrospective study, multiple databases were searched, and data on 11 risk factors of 70,000 patients were obtained. Data included risk factors highly associated with cardiovascular disease and having/not having any cardiovascular disease. The explainable prediction model was constructed using 7 machine learning algorithms: Random Forest Classifier, Extreme Gradient Boost Classifier, Decision Tree Classifier, KNeighbors Classifier, Support Vector Machine Classifier, and GaussianNB. Receiver operating characteristic curve, Brier scores, and mean accuracy were used to assess the model's performance. The interpretability of the predicted results was examined using Shapley additive description values.

Results: The accuracy, area under the curve values, and Brier scores of the Extreme Gradient Boost model (the best prediction model for cardiovascular disease risk factors) were calculated as 0.739, 0.803, and 0.260, respectively. The most important risk factors in the permutation feature importance method and explainable artificial intelligence—Shapley’s explanations method are systolic blood pressure (ap_hi) [0.1335 ± 0.0045 w (weight)], cholesterol (0.0341 ± 0.0022 w), and age (0.0211 ± 0.0036 w).

Conclusion: The created explainable machine learning model has become a successful clinical model that can predict cardiovascular patients and explain the impact of risk factors. Especially in the clinical setting, this model, which has an accurate, explainable, and transparent algorithm, will help encourage early diagnosis of patients with cardiovascular diseases, risk factors, and possible treatment options.
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INTRODUCTION

Cardiovascular diseases (CVDs) have become one of the leading diseases worldwide, with the highest rate of death and disability, regardless of the countries are developed or not. According to the World Health Organization, CVD is the cause of death of approximately 17.9 million people each year.1 As a result of the rapidly worsening disease course, it has become complicated to examine the risk factors.2 Many in vitro, in vivo, and in silico studies have been carried out on CVD risk factors. Studies have shown that systolic and diastolic blood pressures are related to smoking,3-5 aging,5-7 weight subgroups,8,9 cholesterol,10,11 glucose level,12,13 and alcohol consumption14-16 risk factors. Due to the complex and extensive process of risk factors, early diagnosis of CVD and its treatment phase have become a necessity. In recent studies, machine learning (ML) techniques, which can explain the complex interactions of disease-related factors with these diseases, are increasingly used in prediction models.17-20 Many studies have been conducted using ML and deep learning (DL) methods. Al’Aref et al12 contributed to CVD studies in 2018 with non-invasive imaging methods, Ghosh et al12 used ML models in 2021, and Aryal et al13 used gut microbiome-based ML methods in 2020. Explainable artificial intelligence (XAI) methods have emerged as artificial intelligence (AI) raises concerns about the explainability of the model and
algorithm. Explainable artificial intelligence has been used recently to help healthcare professionals understand the relationships between ML models and their predicted outcomes. At the same time, XAI can improve the interpretative ability of algorithms and maintain the predictive accuracy of complex ML models. There is a lack of XAI studies among the studies on CVD risk factors. In this study, feature importance selection and XAI methods were used on the dataset containing CVD risk factors. We compared the dominant importance of risk factors on CVD with the standard importance method, permutation feature importance (PFI) method, and XAI method. Using the Shapley additive explanations (SHAP) method, we identified risk factors that significantly impact CVD. We revealed the relationships between CVD and risk factors with various XAI graphs and proved the accuracy of our explainable model by comparing it with the literature data.

METHODS

Data Properties and Processing
This dataset, which contains detailed information about risk factors for CVD, was obtained by searching "Exploring Risk Factors for Cardiovascular Disease in Adults" on Kaggle. Additionally, the dataset is available at https://data.world/kudem. The dataset includes information about age, gender, height, weight, blood pressure values, cholesterol and glucose levels, smoking habits, whether the person is active or not, and alcohol consumption, which are frequently among the CVD risk factors of 70,000 individuals. In addition, there is information about whether there is any CVD, which is the main factor in achieving the aim of the study and the expected results. It is thought that this dataset will provide an excellent resource for researchers to integrate various ML, DL, and AI techniques to explore potential relationships between CVD risk factors and CVD, which can ultimately lead to a better understanding of CVD risk factors and designing better preventive measures (Figure 1). For this reason, it was seen as a dataset suitable for the study and used as a compass for determining appropriate treatment options due to early diagnosis of CVD.

Permutation Feature Importance
Permutation feature importance explains which features mislead the model's performance and score by measuring the decline in model performance after mixing single feature values. This agnostic method tells us how dependent the model is on each feature relative to the drop in the model score. In this study, the permutation_importance function is used to show the importance of each feature in the dataset that affects CVD.

Shapley Additive Explanations
Shapley additive explanations method was first used in a game theory to determine players’ contributions to the game. This algorithm is a great way to create synergism with engineering a black-box model. When combined with Lundberg and Lee’s ML algorithms, this framework, which works with Shapley values, brought transparency, explainability, and predictability to black-box models. The SHAP works on all possible permutations of the features and calculates the average of the contributions. This study presents an explanatory design with SHAP algorithms for CVD risk factors. Although there have been many studies of importance related to CVD risk factors, these studies may be insufficient to reach the interactions between factors for model outputs.

For this reason, XAI integration was made using the dataset containing many risk factors. We investigated individual and collective force plots to understand how risk factor variables affect model results. Next, we compare the TreeSHAP findings with previous studies suggesting the causative factor of CVD and the influence of risk factors on CVD.

HIGHLIGHTS
• Systolic blood pressure, cholesterol, and age are significant predictors of cardiovascular diseases.
• Explainable artificial intelligence is a predicting tool for diagnosing predictable cardiovascular diseases.
• The created extreme gradient boosting model, with its explicable, interpretable, and transparent features, enabled the prediction to be made with high accuracy.
Model Development and Statistical Analysis

The statistical significance of all classifier algorithms was evaluated with several criteria derived from precision, recall, F1-score, mean accuracy, area under the curve (AUC), and Brier scores for training, validation, and test sets. We randomly divided datasets into 80% calibration (training and validation) and 20% test sets. Validation and training sets were used in the model-building process to find and correct the best combination of parameters and to make an initial assessment of the model’s performance. The discriminative power was evaluated using receiver operating characteristic curve analysis. Model accuracy scores, which represent the discrepancy between the projected probability of the models and the actual observed outcomes, were used to determine the overall model accuracy. The advanced prediction capabilities and generalization performance of the optimized models were evaluated by test sets. Seven ML models were used to develop predictive models predicting patients with and without CVD. These models included Random Forest Classifier, Extreme Gradient Boost (XGBoost) Classifier, Decision Tree Classifier, KNeighbors Classifier, SVM Classifier, and GaussianNB. Many techniques were investigated to develop the best model with the highest and most accurate performance. Python 3.7 was used for data analysis (available from the Python Software Foundation, python.org).

RESULTS

In our study, we used a unique data set of 70,000 patient data that included clinical information on CVD risk factors and outcomes. Among the 7 algorithms, the accuracy and prediction values of the XGBoost model were calculated as 0.739 and 0.72, respectively. In addition, it was chosen as the best model with a value of 0.80 AUC. Model algorithms were evaluated and selected according to AUC (Figure 2), Brier score, and mean accuracy (Table 1). The XGBoost model

![Figure 2. Receiver operating characteristic curves are analyzed using the created algorithms in the test dataset to forecast cardiovascular illnesses.](image)

<table>
<thead>
<tr>
<th>Models</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Mean Accuracy</th>
<th>Mean AUC</th>
<th>Mean Brier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest Classifier</td>
<td>0.71</td>
<td>0.72</td>
<td>0.72</td>
<td>0.712</td>
<td>0.773</td>
<td>0.282</td>
</tr>
<tr>
<td>XGBoost Classifier</td>
<td>0.72</td>
<td>0.78</td>
<td>0.75</td>
<td>0.739</td>
<td>0.803</td>
<td>0.260</td>
</tr>
<tr>
<td>Decision Tree Classifier</td>
<td>0.63</td>
<td>0.62</td>
<td>0.63</td>
<td>0.629</td>
<td>0.630</td>
<td>0.369</td>
</tr>
<tr>
<td>KNeighbors Classifier</td>
<td>0.68</td>
<td>0.70</td>
<td>0.69</td>
<td>0.682</td>
<td>0.728</td>
<td>0.317</td>
</tr>
<tr>
<td>SVM Classifier</td>
<td>0.60</td>
<td>0.65</td>
<td>0.62</td>
<td>0.605</td>
<td>0.657</td>
<td>0.349</td>
</tr>
<tr>
<td>GaussianNB</td>
<td>0.56</td>
<td>0.87</td>
<td>0.68</td>
<td>0.594</td>
<td>0.692</td>
<td>0.406</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.69</td>
<td>0.73</td>
<td>0.71</td>
<td>0.698</td>
<td>0.758</td>
<td>0.301</td>
</tr>
</tbody>
</table>

AUC, area under the curve; XGB, Extreme Gradient Boost.
was the best with 0.8 AUC, 0.26 Brier, and 0.62 mean accuracy values. Among the variables, the most critical variable affecting the diagnosis was systolic blood pressure (ap_hi) (SHAP value = +0.80, PFI weight = 0.1335 ± 0.0045) (Table 2). Similar results were obtained using the PFI (Figure 3), a traditional method supporting the SHAP method.

The main aspects of risk factors and their impacts on the outcome were interpreted using the XAI–SHAP approach. The Shapley plot for interpreting the significance of the variables including beeswarm, summary, and force graphs show that systolic blood pressure, age, and cholesterol are the most important risk factors (Figure 4).

**DISCUSSION**

In this study, explicable model algorithms were created to determine the relationship between CVD patients and risk factors. For this purpose, ML models were developed to predict patients with CVD, determine the importance of risk factors, and develop new treatment perspectives for clinicians for these risk factors with datasets obtained from the database.

Many models, such as the XGBoost model, which offers the best performance in the study, are affected by data preprocessing, such as algorithms, scaling of numerical features, and coding of categorical features. Data preprocessing is not applied to a common dataset and is reserved for direct training validation and testing. This may have caused the system claimed to give the best results due to the training process affected by the extreme values to have higher

---

**Table 2. Rankings and Importance Weights of the Risk Factors for Predicting Cardiovascular Disease**

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Weight</th>
<th>Risk Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1335 ± 0.0045</td>
<td>ap_hi</td>
</tr>
<tr>
<td>2</td>
<td>0.0341 ± 0.0022</td>
<td>Cholesterol</td>
</tr>
<tr>
<td>3</td>
<td>0.0211 ± 0.0036</td>
<td>Age</td>
</tr>
<tr>
<td>4</td>
<td>0.0038 ± 0.0028</td>
<td>Active</td>
</tr>
<tr>
<td>5</td>
<td>0.0029 ± 0.0048</td>
<td>Weight</td>
</tr>
<tr>
<td>6</td>
<td>0.0028 ± 0.0027</td>
<td>ap_lo</td>
</tr>
<tr>
<td>7</td>
<td>0.0021 ± 0.0014</td>
<td>Glucose</td>
</tr>
<tr>
<td>8</td>
<td>−0.0003 ± 0.0010</td>
<td>Alcohol</td>
</tr>
<tr>
<td>9</td>
<td>−0.0020 ± 0.0014</td>
<td>Smoking</td>
</tr>
<tr>
<td>10</td>
<td>−0.0021 ± 0.0030</td>
<td>Gender</td>
</tr>
<tr>
<td>11</td>
<td>−0.0055 ± 0.0021</td>
<td>Height</td>
</tr>
</tbody>
</table>

The risk factors are described as follows: age, the person’s age in days; height, the person’s height; weight, the person’s weight; gender, the person’s gender; ap_lo, diastolic blood pressure, ap_hi, systolic blood pressure. Diastolic heart rate cholesterol level: 1, normal; 2, above normal; 3, significantly above normal. Glucose level: 1, normal; 2, above normal; 3, significantly above normal. Alcohol consumption: 0, no; 1, true. Smoking and physical exercise are both 0 (no) and 1 (true).
accuracy levels or to give better results than they do. Data preprocessing should be performed on larger datasets containing CVD risk factors, and it should be considered that it may be better or worse than it should be. Also, the best-performing XGBoost is a popular tree-based learning algorithm, and Tree SHAP is a variant of SHAP specifically designed for annotating tree-based models. Therefore, the TreeSHAP method is used, considering that using Tree SHAP is an effective method to explain the predictions of our XGBoost model.

In the first stage, the feature importance of the risk factors was determined by the classical PFI method based on the training and test data. According to the PFI results, systolic blood pressure, cholesterol, and age were the most critical factors. The PFI method describes which risk factors in the dataset drive the model’s performance, while techniques such as SHAP describe which CVD risk factors play a more important role in generating a prediction. Shapley additive explanations is probably one of the cutting-edge products in ML annotation capability. It has a clear interpretation and a solid foundation used in game theory. The Shapley value can be an important method that provides full disclosure, as it is based on solid theory and fairly distributes the effects by calculating the difference between the model’s estimate \( f(x) \) and the expectation estimate \( E[f(x)] \) when the feature value is collected. The disadvantage of SHAP is that the Shapley value requires much computing time. This is because the training period increases exponentially in proportion to the number of traits.

One solution to minimizing computation time is calculating the contributions of only a few instances of possible coalitions. \(^{32}\) The importance of the permutation property is also linked to the model’s error, which is not always what we want. Permutation feature importance is also not well suited for models trained with correlated features, as adding an associated feature can divide the importance between both features, reducing the importance of the related feature. We think that methods such as SHAP, which we used in our study, may be preferred more in studies where risk factors such as CVD constantly develop. Among the models, the XGBoost model with 0.80 AUC had the best prediction model. In the next step, the importance of CVD risk factors and their effects on the prediction model results were determined by applying the XAI–SHAP method to this selected model.

Some studies have explained the relationship between risk factors with CVD using different statistical methods. \(^{33-38}\) When the study’s results were examined, it was seen that systolic blood pressure has great importance over CVD. In a study by Whelton et al. \(^{39}\) in 2020, the relationship of normal systolic blood pressure values, as currently defined, with CVD in people without traditional CVD risk factors was examined. Whelton et al. emphasized the importance of primary prevention for CVD risk factors of increased systolic blood pressure level, which appears to have similar gradient trajectories in CVD risk within values considered normal in this study. \(^{39}\) Supporting our results, another study reported that lowering systolic blood pressure below the recommended targets can significantly reduce the risk of CVD-related death. \(^{40}\) As a result of observational studies, the importance of both the magnitude and the duration of exposure to high systolic blood pressure in the assessment of CVD risk was emphasized. \(^{41,42}\) Based on the literature support, the final

---

**Figure 4.** Shapley graphs for prediction. (A) Beeswarm importance plot listing the most significant risk factors. (B) Summary plot of risk factors that impact the prediction model’s decision. (C) Force plot showing the risk factors affecting the expected values in the model algorithm.
model we predicted in the study could interpret the result with some prognostic variables from a clinical point of view. Although linear regression analysis can be used to estimate the significance of each clinical factor, we thought that the ML method could show relationships between clinical variables and predicted outcomes. In a large dataset, this study identified important clinical factors contributing to predicting risk factors associated with CVDs. This study applied the SHAP method to identify the top-ranking important factors in predicting CVDs across various clinical variables. We have shown that the most important feature is systolic blood pressure in both methods.

Study Limitations
Although it is thought that this study may provide support for other studies related to CVD, it also has some limitations. First, it does not contain information on routine clinical data collection. However, the support of the results by both expert recommendations and the literature shows that the ML model of the study still has high reliability in interpreting important clinical features. The ML model's binary classification performance to predict CVD was another limitation. More data can be used for training and validation, which might lead to variations across groups and more accurate outcomes.

CONCLUSION
This work effectively created an ML model to predict CVD patients and determine the correlation between significant risk variables and CVD patients. With this model, doctors will be able to understand the identification of patients with CVD, the association between CVD and risk factors, and the available treatments for these risk factors more transparently.
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